
Practice of Remote Sensing Modeling 
for Disaster Risk Reduction

Yu Bo

4 September 2025



Outline

1. Model Invocation via OpenGMS Portal 

3. Landslide Sample Production

2. Annual Image Composite

5. Random Forest Model Testing

4. Random Forest Model Training



1.1 Instructions for Model Invocation via OpenGMS Portal 

1. Model Invocation via OpenGMS Portal 

1. Access the OpenGMS portal and log in or register an account. (https://geomodeling.njnu.edu.cn/)

https://geomodeling.njnu.edu.cn/
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2. Enter the Model/Repository page and search for the model item:
“基于随机森林的滑坡遥感灾害提取".

1.1 Instructions for Model Invocation via OpenGMS Portal 

1. Model Invocation via OpenGMS Portal 
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3. Select the model item to view its basic information.

1.1 Instructions for Model Invocation via OpenGMS Portal 

1. Model Invocation via OpenGMS Portal 
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4. From the model item page, select the "Invoke" to open the details page.

1.1 Instructions for Model Invocation via OpenGMS Portal 

1. Model Invocation via OpenGMS Portal 
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6. Load input data and adjust parameters.

Load input data

Adjust parameter: 
Ratio of background to landslide samples.

1.1 Instructions for Model Invocation via OpenGMS Portal 

1. Model Invocation via OpenGMS Portal 
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6. Load input data and adjust parameters.

1.1 Instructions for Model Invocation via OpenGMS Portal 

1. Model Invocation via OpenGMS Portal 

Load data
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7. Model Input Data File Format Specification
1. First Year Image: Pre-processed .tif image of the landslide study area for 

the first year, generated from the Google Earth Engine (GEE) platform.

2. Second Year Image: Pre-processed .tif image for the second year.

3. Second Year Vector: Delineated landslide vector data for the second year 

(zip format).

4. Third Year Image: Pre-processed .tif image for the third year.

5. Third Year Vector: Delineated landslide vector data for the third year (zip 

format).

Note: The landslide vector file (ESRI Shapefile) must be packaged into a .zip 
archive before uploading. Do not include nested folders within the zip file.

1.1 Instructions for Model Invocation via OpenGMS Portal 

1. Model Invocation via OpenGMS Portal 
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1.1 Instructions for Model Invocation via OpenGMS Portal 

1. Model Invocation via OpenGMS Portal 

8. Click "Invoke" to initiate the model invocation request. The backend will automatically complete the 
relevant scheduling strategies and run the model. 
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9. The page redirects to the user's task center. Await model completion to download the result file.

Model running interface

1.1 Instructions for Model Invocation via OpenGMS Portal 

1. Model Invocation via OpenGMS Portal 



12

10. Upon successful model computation, the output files can be downloaded.

The model's output is packaged into a single zip file, containing intermediate 
data, training results, and testing results.

1.1 Instructions for Model Invocation via OpenGMS Portal 

1. Model Invocation via OpenGMS Portal 
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The execution time is considerable (approx. 45+ minutes) due to the Random Forest 
training process and limited backend computing resources.

(1) Generate and visualize sample points (Set 2) based on the second-year image and vector data. 
(2) Generate and visualize sample points (Set 3) based on the third-year image and vector data.
(3) Generate Feature File 2 based on the first-year image, second-year image, and sample points (Set 2).
(4) Generate Feature File 3 based on the second-year image, third-year image, and sample points (Set 3).
(5) Train the Random Forest model using Feature File 2.
(6) Test the Random Forest model using Feature File 3.

11. Model Execution Logic

1.1 Instructions for Model Invocation via OpenGMS Portal 

1. Model Invocation via OpenGMS Portal 
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12.1 Model Output Data

File Name Description of
Output Files

point_2.csv 
point_3.csv Sample point files

point_2.png
point_3.png

Sample point 
visualization files

feature_2.csv
feature_3.csv Feature files

rf_model.pkl Trained Random Forest 
model file

model_test_report.txt Model test report file

12.2 Model Results and File Description

1.1 Instructions for Model Invocation via OpenGMS Portal 

1. Model Invocation via OpenGMS Portal 
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GEE(Google Earth Engine)：
Developed by Google, Carnegie Mellon University, and the US Geological Survey (USGS), GEE

is a cloud-based platform for processing satellite remote sensing and other Earth observation data.
It integrates Google’s powerful servers and large-scale cloud computing resources.The platform

provides access to massive Earth observation datasets, including Sentinel, MODIS, Landsat, as well
as vegetation, land surface temperature, and socio-economic datasets. The database is updated daily.

GEE offers Python and JavaScript APIs, with a web-based code editor for fast and interactive
algorithm development.

2.1 Introduction to GEE Platform

2. Annual Image Composite
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Advantages of GEE：
• Built-in multiple datasets, no need for downloading and preprocessing huge amounts of data.
• Strong computing power supported by Google
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https://code.earthengine.google.com

1. Search Bar

2. Left Panel – Save scripts, 
documents, etc.

5. Map Viewer

3. Script Editor 4. Right Panel – Inspector, 
Console, Tasks

2.1 Introduction to GEE Platform

2. Annual Image Composite



2.2 Purpose of Annual Image Composite
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Annual image Composite in GEE processes and combines a full year of satellite imagery to overcome 
limitations of single images, such as cloud cover, shadows, and other interferences, providing clearer 
and more continuous land surface information.

Main Purposes:
• Reduce cloud cover and noise: Single satellite images are often affected by clouds, shadows, and

atmospheric conditions. Annual composites combine multiple images within a year to remove
these effects and generate clearer surface images.

• Improve temporal resolution : By compositing images across a whole year, the average surface
conditions can be captured. This reduces errors from seasonal variations and provides a more
stable representation of the surface.

• Enhance data quality and consistency: Combining multiple images helps eliminate problems in
individual scenes (such as sensor errors or missing data), resulting in more consistent and higher-
quality datasets.

2. Annual Image Composite
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Check and download the image from Google Drive.

2.3 Method of Annual Image Composite

2. Annual Image Composite



2.4 Analysis of the Annual Image Composite Code
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2. Define the rectangle boundary using specified longitude and latitude

1. Import Landsat image collections

2. Annual Image Composite
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3. Print the rectangle boundary information and add the rectangle layer to the map

4. Set the map center and zoom level

2.4 Analysis of the Annual Image Composite Code

2. Annual Image Composite



225. Cloud mask function (for Landsat 8)

2.4 Analysis of the Annual Image Composite Code

2. Annual Image Composite



235. Cloud mask function (for Landsat 457)

2.4 Analysis of the Annual Image Composite Code

2. Annual Image Composite
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6. Composite annual imagery and export

2.4 Analysis of the Annual Image Composite Code

2. Annual Image Composite



257. Add the annual image to the map view for visualization

2.4 Analysis of the Annual Image Composite Code

2. Annual Image Composite
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8. Specify the year range for Composite and export

2.4 Analysis of the Annual Image Composite Code

2. Annual Image Composite



Landslide

2.5 Demonstration of Annual Image Composites

27
2016 Annual Data for Nepal

2. Annual Image Composite
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3.1 Landslide Data Preparation

3. Landslide Sample Production

1. Import Nepal remote sensing imagery into ArcGIS
2. Set the image band combination to 4, 3, 2 for a false-color display, which makes it easier to distinguish between 
landslides and vegetation
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3.2 Creating the Landslide Labeling File

1. Open the Catalog in ArcGIS, create a 
folder in the default workspace to store the 
shapefile, and then create a new shapefile 
for landslide labeling within that folder.

2. Set the name to the 
study area (Nepal), 
select "Polygon" as the 
feature type, and then 
click OK.

3. Landslide Sample Production
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3.3 Preparation for Landslide Labeling

1. Adjust the created shapefile by setting 
its fill to hollow.

2. Click on the Editor and start an 
editing session for the shapefile.

3. In the construction tools, 
select the Polygon tool.

3. Landslide Sample Production
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3.4 Landslide Labeling

1. Identify the landslide areas (distinguished by their gray 
appearance, which contrasts with surrounding vegetation, 
and by their characteristic shape).

2. Label the landslide areas.

3. Landslide Sample Production
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3.5 Reviewing Labeled Data and Identifying Interferences

1. Open the shapefile’s attribute table. the labeled 
landslides are now stored as records within it.

2. When labeling the landslide file, be mindful of 
interfering features, for example, roads in the image.

3. Landslide Sample Production
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3.6 Display of Completed Landslide Labeling

The figure displays the locations of extensive labeling, and the total 
number of labels can be viewed in the attribute table on the right.

3. Landslide Sample Production
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Randomly generate sample points

Main Process of Landslide Extraction Based on Random Forest

Visualize random sample points

Generate features

Train random forest model

Model evaluation

3.7 Randomly generate sample points

3. Landslide Sample Production
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1. Import Packages pandas: Provides data structures and operations 
for manipulating data in tabular form 
(DataFrames).
geopandas: Extends pandas to allow spatial 
data handling (e.g., shapefiles).
random: Used for generating random numbers 
(e.g., for selecting random background points).
shapely.geometry: Provides geometric objects 
(e.g., Point, Polygon) and geometric operations.
rasterio: Used to read/write geospatial raster 
data (e.g., TIFF images).

3.7 Randomly generate sample points

3. Landslide Sample Production
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3.7 Randomly generate sample points

3. Landslide Sample Production

2. Prepare images and landslide annotation files for Nepal in 2016

3. Load all the landslide points and generate background points randomly, with 
landslide to background point ratio set at 1:5
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4. Read images and shapefile for landslide annotations

Used to read/write geospatial TIFF images).

3.7 Randomly generate sample points

3. Landslide Sample Production



39

5. Check the number of landslide points in the shapefile

6. Select the number of landslide points based on the settings

len() is used to get the number of items in an object

Return a random sample of items from an object

Control the seed of the random number generator, ensuring that the
random operations yield reproducible results

3.7 Randomly generate sample points

3. Landslide Sample Production



40

7. Perform coordinate system conversion and geometry processing

Check if points are polygons

Convert polygons to centroids (center points)

3.7 Randomly generate sample points

3. Landslide Sample Production
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8. Add pixel coordinates of landslide points

• (geom.x - transform[2]) / transform[0]：converts 
the geographic x-coordinate to a pixel x-coordinate

• ( geom.y - transform[5]) / transform[4]: converts 
the geographic y-coordinate to a pixel y-coordinate.

Ø geom.x and geom.y: Geographic coordinates (longitude 
and latitude) of the landslide point.

Ø transform[2]: Geographic x-offset for the top-left 
corner.

Ø transform[5]: Geographic y-offset for the top-left 
corner.

Ø transform[0]: Pixel width in geographic units.
Ø transform[4]: Pixel height in geographic units.

Create a new column pixel_x in the 
GeoDataFram to store the x-coordinate 

3.7 Randomly generate sample points

3. Landslide Sample Production
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9. Randomly generate background points
Ø num_points: 
Number of background points to 
generate.
Ø width: 
Width of the image, used to 
generate the x-coordinate.
Ø height: 
Height of the image, used to 
generate the y-coordinat.
Ø landslide_points:
Landslide data used to ensure no 
overlap between landslide and 
background points.
Ø transform:
Affine transformation matrix 
used to convert pixel coordinates 
to geographic coordinates. 

3.7 Randomly generate sample points

3. Landslide Sample Production
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10. Create GeoDataFrame for background points and add labels

pt[0]: the pixel X coordinate of the point
pt[1]: the pixel Y coordinate of the point
pt[2]: the geographic coordinates of the point

3.7 Randomly generate sample points

3. Landslide Sample Production
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11. Save the created sample points as a CSV file

Ø samples: A pandas DataFrame containing the merged data of landslide points and background points.
• geometry: Contains the geographic coordinates (points) of the landslide and background points.
• pixel_x: The x-coordinate in pixel space (corresponding to the raster image) for each point.
• pixel_y: The y-coordinate in pixel space (corresponding to the raster image) for each point.
• label: Indicates whether the point is a landslide point (1) or a background point (0).
Ø .to_csv(csv_path, index=False): Saves the selected columns to a CSV file at the path specified by csv_path.
• csv_path: The file path where the CSV will be saved.
• index=False: Prevents pandas from writing row indices to the CSV file.

3.7 Randomly generate sample points

3. Landslide Sample Production



1. Import packages

• pandas, geopandas for data handling
• rasterio to read TIFF files
• shapely.wkt to convert WKT strings to geometry
• matplotlib.pyplot for visualization

2. Read images

band

the affine transformation matrix

image width

image height

3.8 Visualize random sample points

3. Landslide Sample Production



Ø points_df['geometry’]: Column containing geometric data in WKT format from the CSV file.
Ø apply(wkt.loads): Converts WKT strings to geometrical objects (like Points or Polygons) using the shapely library.
Ø gpd.GeoDataFrame(points_df, geometry='geometry', crs="EPSG:4326"):
• gpd.GeoDataFrame(): Transforms the original DataFrame into a GeoDataFrame for spatial operations.
• points_df: The original DataFrame that contains the converted geometries.
• geometry='geometry': Specifies that the geometrical data is stored in the 'geometry' column.
• crs="EPSG:4326": Sets the coordinate system to WGS 84

46

3. Read CSV file and convert to GeoDataFrame

Created a GeoDataFrame for spatial data

Converted geometry column (WKT) to shapely objects

CSV file read using pandas.read_csv()

3. Landslide Sample Production
3.8 Visualize random sample points
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4. Create figure and display image

5. Visualize landslide points and background points

Set plot size

Display the TIFF as a grayscale image

• points_gdf.plot(): plots landslide and background points 
• color='red': Red for landslide points
• marker='o': Circle-shaped markers

• markersize=5: Size of the points
• linestyle='': No lines between points 

3. Landslide Sample Production
3.8 Visualize random sample points
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Landslide

Background

Landslide to background ratio 1:5

6.Save and display the image

a resolution of 300 dots per inch

3. Landslide Sample Production
3.8 Visualize random sample points
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Landslide remote sensing image

Feature selection

HOGBlue band Green band Red band

Generate features

4.1 Feature Selection

4. Random Forest Model Training
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1. Import packages

• numpy (np): Handles multi-dimensional arrays and matrices.
• pandas (pd): Manages data structures like tables.
• gdal (osgeo): Reads geospatial raster data.
• graycomatrix, graycoprops (skimage): Computes gray-level co-occurrence matrices 

(GLCM) and extracts texture features.
• hog (skimage): Calculates Histogram of Oriented Gradients (HOG) for shape features. 

Generate features

4.1 Feature Selection

4. Random Forest Model Training
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1. Import packages

• numpy (np): Handles multi-dimensional arrays and matrices.
• pandas (pd): Manages data structures like tables.
• gdal (osgeo): Reads geospatial raster data.
• graycomatrix, graycoprops (skimage): Computes gray-level co-occurrence matrices 

(GLCM) and extracts texture features.
• hog (skimage): Calculates Histogram of Oriented Gradients (HOG) for shape features. 

Generate features

4.1 Feature Selection

4. Random Forest Model Training
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2. Load image and sample points

Read sample points from a CSV file into a DataFrame

Generate features

4.1 Feature Selection

4. Random Forest Model Training
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3. Calculate spectral features 

Pixel values across bands

Mean and standard deviation of spectral values

Generate features
4.1 Feature Selection

4. Random Forest Model Training
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3. Calculate spectral features ——Indexs
Generate features

4.1 Feature Selection

4. Random Forest Model Training

Index Calculation formula

NDVI 𝑁𝐷𝑉𝐼 =
𝑁𝐼𝑅 − 𝑅𝑒𝑑
𝑁𝐼𝑅 + 𝑅𝑒𝑑

NDWI 𝑁𝐷W𝐼 =
𝐺𝑟𝑒𝑒𝑛 − 𝑁𝐼𝑅
𝐺𝑟𝑒𝑒𝑛 + 𝑁𝐼𝑅
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4. Calculate texture features — Gray-Level Co-occurrence Matrix (GLCM)

Ø window: 2D image patch
Ø distances: Pixel spacing, default [1]
Ø angles: Direction of pixel pairs, default [0]
Ø symmetric: Ensures matrix symmetry
Ø normed: Normalizes the GLCM to sum to 1

Generate features

4.1 Feature Selection

4. Random Forest Model Training
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Size of the GLCM window

4. Calculate texture features — Gray-Level Co-occurrence Matrix (GLCM)
Generate features

Calculate GLCM features of the window

4.1 Feature Selection

4. Random Forest Model Training



Extract HOG features from a given image patch by dividing gradient into 8 directions, using 8x8 pixel cells, and
L2-Hys normalization blocks to return a flattened feature vector to capture local shape and texture information
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Detection 
window

Normalized 
image

Calculate 
gradient

Each cell projects its 
gradient histogram with 

specified weights

Combine the histogram 
vectors in a block

composed of cells into a 
large HOG feature vector

Ø orientations: Number of gradient bins, default 8.
Ø pixels_per_cell: Cell size, default 8x8.
Ø cells_per_block: Block size, default 1x1. 

5. Calculate HOG features
Generate features

4.1 Feature Selection

4. Random Forest Model Training
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Generate features
5. Calculate HOG features

Size of the HOG window

calculate and return the HOG features

Check if a 16x16 pixel window around sample
points is within the image boundary

4.1 Feature Selection

4. Random Forest Model Training
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6. Export features
Generate features

Convert the results list to a DataFrame and remove rows
containing NaN values, and save the results as a CSV file

4.1 Feature Selection

4. Random Forest Model Training
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……

……

Generate features
6. Export features

4.1 Feature Selection

4. Random Forest Model Training
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1. Load dataset
• Read the feature CSV file based on the file path
• x_train ：Contains all rows and all columns except 

the last one in the CSV file as feature variables
• y_train：Contains the last column in the CSV file 

as the model classification label
• Convert the last column of the CSV file's data label

into 1 or 0

Read the feature data file path

Use the iloc function to split the CSV file data

4. Random Forest Model Training
4.2 Random forest model construction

Train random forest model
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Root node

Leaf node

Decision 
Tree

2. Model construction
Ø criterion: The evaluation metric used for splitting 

decision tree nodes.
Ø max_depth: The maximum depth of the decision 

tree, prevents over-complexity
Ø max_features: The number of features considered 

at each split node, controls randomness and model 
diversity

Ø Number of estimators (n_estimators) : determines the 
computational time

Ø min_sample_split：The minimum number of 
samples required to split an internal node

Train random forest model

4. Random Forest Model Training
4.2 Random forest model construction
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Create random forest classifier

Model training

Ø estimator=rfc：Specify the base estimator for the model
Ø param_grid=param_grid：Model parameters
Ø scoring=‘roc_auc’：Scoring criterion for evaluating model performance
Ø cv = 4 ：Number of times the model is validated

Save the best model and its parameters

3. Model training

Train random forest model

4. Random Forest Model Training
4.2 Random forest model construction
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Import the trained parameters

Predict using the model

Model evaluation
Evaluate the performance of the random forest model using the test set
by calculating metrics such as accuracy, recall, and F1 score to assess
model performance

…

…

Voting/Averaging

Result

Classification 
result 1

Classification 
result k

5.1 Model Testing

5. Random Forest Model Testing
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Landslide

Remote sensing image Landslide extraction result map

TP：An instance for which both predicted and actual values 
are positive

FN：An instance for which predicted value is negative but 
actual value is positive

FP：An instance for which predicted value is positive but 
actual value is negative
TN：An instance for which both predicted and actual values 
are negative

Actual 
values

Extraction results

Positive Negative

Positive TP FN

Negative FP TN

5.2 Model Evaluation

5. Random Forest Model Testing
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Evaluation Metrics Formula

P (Precision): The proportion of predicted positive
samples among all predicted positive samples

R (Recall): The proportion of predicted positive
samples among all actual positive samples

F-1: The weighted harmonic mean of precision (P)
and recall (R), used to evaluate the performance of a
classification model

P =
𝑇𝑃

TP + 𝐹𝑃

R =
𝑇𝑃

TP + 𝐹𝑁

𝐹! =
2𝑃𝑅
P + 𝑅

5.2 Model Evaluation

5. Random Forest Model Testing
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Evaluation Metrics Result

Precison 74.54%

Recall 72.40%

F1 73.45%

Ground truth
Extraction results

Landslide Background

Landslide 202 77

Background 69 5539

Precision evaluation statistics

5.2 Model Evaluation

5. Random Forest Model Testing


