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Abstract

At the intersection of gender equality, AI systems and climate management lie critical questions on gendered dynamics that have important implications on the future of human security and the Women, Peace and Security Agenda. This paper presents a novel approach to the society-technology-environment nexus, achieved through an inclusive and civil society-led dialogue, grounded in critical theory and highlighting historical power structures that have led to inequalities. The authors provide eleven recommendations that aim to help decision makers address these issues from a multidisciplinary viewpoint and inform gender-sensitive modules in national and international AI and digital economy policies.

While the climate crisis and the surge of digitization have important socioeconomic effects on women, so does Artificial Intelligence (AI). At its intersection with gender equality and climate management lie critical questions on gendered dynamics that have important implications for the Women, Peace, and Security (WPS) Agenda. This is particularly true when it comes to deployment of AI systems in natural resource management (NRM) sectors such as fishing, agriculture, energy and mining.

AI in the agriculture market alone is expected to be worth $4.7 billion in 2028\(^1\) which presents a number of important opportunities for women\(^2\) in Agricultural Resources had the power to keepers in charge of managing the natural resources needed by their communities.\(^3\) Meanwhile, historically, those who controlled the technology and resources had the power\(^4\) and, in a digital economy, Natural Resource Data (NRD) is a highly valuable commodity in its own right. If NRD is held by a limited number of individuals, it risks perpetuating economic inequity and power imbalances.\(^5\)

Furthermore, the absence of women from consequential decision-making (data set preparation, analysis, etc.) perpetuates inequality by excluding women’s critical perspective, understanding, and experience. However, the surge of AI and data-driven decision-making is creating new possibilities, including the opportunities for women to participate in the AI economy as data owners, and to have their voices heard. As such, it is crucial to consider the implications of AI on women’s rights to land, natural resources ownership, and decision-making, and to promote practices that ensure equal access to AI and data.

---


\(^2\) Please read “women” as womxn or more specifically as defined by intersectional feminism (overlapping concurring forms of oppression) as well as including LGBTQ2IA or trans persons who identify as non-binary, Two-Spirited and as women.


algorithms, Human-Computer Interaction (HCI), governance, etc.) in the sociotechnical pipeline of AI systems. This significantly impacts the intended uses of AI-augmented technologies and leads to biased outputs. While proposed AI regulations plan for risk mitigation, they leave a number of critical questions open (defining harm and high impact AI systems, protecting collective rights, etc.). In parallel, some countries have made steps in discussing gender-sensitive AI policy, however, these initiatives are still nascent globally.

This policy brief is the result of the AI on a Social Mission Workshop focused on intersectional, Indigenous, regional and gender perspectives on AI for NRM with the goal is to ensure fairness in AI systems and digital economies, and contribute to macroeconomic Gender Strategies. The proposed recommendations aim to seize the opportunities presented by AI while mitigating risks and contribute to shaping Sustainable Development Goals (SDG) oriented AI solutions and partnerships.

The authors propose three areas of action:

1. Solution-Design-Responsibility Loop

AI value-chains are "the organizational process through which an individual AI system is developed and then put into use" which include the necessary innovation ecosystems as well as the sociotechnical factors. To prevent new forms of exclusion and inequity, it is important to investigate gendered disparities and limitations to decisional powers in the AI value chain. These constraints may arise from factors such as colonial-era property rights, legal frameworks, regulatory innovation mechanisms, cultural norms, funding policies and so on.

In Africa, 60% to 80% of women produce food, yet only 10% - 20% own the agricultural land on which they produce crops. They make up 70% of the agricultural workforce that manages 90% of household water and fuel needs, undertaking 60% of marketing and produce sales. Only 43% of the agricultural labour force in developing countries are composed of women. This number could increase by 20-30% if given the same resources as men. On the other hand, while energy is perceived as a key element of security for any country and critical to improve livelihoods, most of the interlocutors in the energy transmission and transit points are men. Research indicates that the linkage between energy supplies and gender roles is prominent in countries where there is a high dependency on biomass fuels for cooking, heating, and lighting.

An example of design choice having considerable impact is the distance between tools and home. In many rural communities, women need to travel long distances to use agricultural tools in general. Design choices are pivotal in Agricultural AI to avoid creating additional barriers and limit the effectiveness of these tools.

Changing preconceived notions of how certain fields or disciplines are defined will also have consequential impact on a number of AI projects’ capacity to be supported. For example, who is traditionally defined as a farmer? If a survey collects data per household, defining men as farmers but not women, AI funding and investment models will be planned for men’s needs, instead of deconstructing the roles of food producers in agriculture, and foreseeing who could become a farmer.

---


10 International Monetary Fund, Gender Strategy (2022): https://www.imf.org/en/Topics/Gender

11 See Annexe 1. List of Summarized Recommendations


2. Resource Ownership and SDG-Oriented Governance

Sustainable co-governance of NRD in the AI value chain can be achieved by allowing time, space, and continued funding for local communities to assess new data collection or annotation processes, apps, or devices to be used. Although they refer to broader notions of equity and ethics, neither the FAIR, nor the CARE principles explicitly consider gender as a factor. Policies must protect and promote the role of women in AI and data governance for natural resources and set clear goals regarding their integration as data collectors, owners, and AI system designers. Ex: keep track of which crop productions use Agricultural AI to understand who controls the produce and NRD.

Data collaboratives, such as social purpose data trusts for fishing data can unite stakeholders with opposing interests by having a common goal with clear conditions to access the data. NRM data trusts require new SDG-oriented business models.

Applying a gender-lens to public funding would call attention to a gendered support in AI research and development. This is currently not the norm. In Canada, for example, the federal government supports a largely male-dominated private tech sector, while allocating no funding to civil society organizations (CSOs), a largely female-occupied sector. Increased support for CSOs are important in providing locally based and socially relevant guidance. A sectoral strategy, with new funding and investment models, are pivotal to accelerate the access of women to AI and data resources and representation in AI value chains.

3. Foreign Policy and Climate Security

AI's underlying geopolitical implications are disrupting the old order of territorial integrity. The nexus of gender, climate and digital economy should inform feminist foreign policy and climate security agendas. These must find meaning in a community of states, otherwise, it will result in limited trade opportunities and shared resources. Worldwide, women are more vulnerable to the impact of climate change, yet, during COP26 multilateral negotiations on climate action, a UN Women's analysis raised the lack of a gender perspective. Such gender-blind AI strategies in natural resources and extractive industries will lead to a deepening of global socioeconomic gaps and polarization, posing national security risks to all nations.

There is a link between gender imbalances in natural resource ownership, and in AI ownership, leading to increased security risks for women. Meanwhile, increasing women's ownership of AI tools has led to initiatives protecting women's safety, rather than harming them.

Governments and organizations must put in place interministerial, multidisciplinary workgroups that are enabled to monitor these by gathering data, assessing the impact of AI on women, and of women on AI, and setting concrete targets to drive gender balance in decisional powers.

---

21 FAIR Principles: https://www.go-fair.org/fair-principles/

22 CARE Principles for Indigenous Data governance, https://www.gida-global.org/care


Conclusion

Inequalities prevalent in AI development and climate technologies are linked to systemic and historical marginalisation of different groups, including women, trans and non-binary persons, and Indigenous communities. However, these inequalities are still not addressed enough from a holistic perspective, where our societies and our environment are integral to the way in which technologies are developed. As we move forward, conscious, and deliberate efforts must be made to ensure that the global restructuring of economic systems and partnerships do not replicate nor augment existing gendered and regional inequities. Natural resource data is more than a critical commodity. Upon this data rests our collective capacity to safeguard the future of our planet and humanity. Therefore, AI policies must consider the protection and promotion of decisional power across AI value chains with gender equity, intersectionality, and Reconciliation with Indigenous Peoples as a priority. In doing so, emerging AI governance structures, cyber-diplomacy models, and digital economy partnerships will be better equipped to leave a safe place to live for the generations to come.

Summarized List of Recommendations

1. Address preconceived notions and definitions in NRM;
2. Adopt a multidisciplinary approach to AI design and deployment;
3. Weave Indigenous AI and Data Protocols into the value chain for AI systems while promoting traditional matriarchal models of knowledge and environmental protection;
4. Identify, monitor and report on gender disparities in the AI value chain and including limitations on decisional power and resource ownership;
5. Put in place interministerial, multidisciplinary workgroups that are enabled to gather data, assess the impact of AI on women, and of women on AI, and setting concrete targets to drive gender balance in NRM;
6. Create accessible learning opportunities, creative outreach engagement and conduct continuous assessment of their impact;
7. Facilitate multifaceted investment strategies for informed and independent civic engagement and AI literacy fundamental to social license in responsible AI value chains;
8. Research and facilitate the creation of social innovation spaces to explore new business models for NRM data collaboratives (social purpose trusts) and incentivize SDG-oriented governance models;
9. Increase access to data collection technologies and facilitate ownership of NRD for women;
10. Adopt a holistic flow to the assessment, analysis and evaluation processes of the ESG of AI;
11. Increase support and access to AI and data resources for CSOs (NGOs, non-profits, social entrepreneurs).

Note: The recommendations are interrelated. They are not placed in order of priority.
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