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Abstract 
 

The accelerating advancement of Artificial Intelligence (AI) brings disruptions, not simply more powerful or efficient 
than current information technology, but a qualitatively different, and non-linear progression. Policy institutions 
simultaneously grapple with the governance and decision-making challenges in realizing the SDGs as well as with the 
sheer pace of information flows and technology shifts. In this policy brief we discuss the inequity in distribution of 
risks and benefits when it comes to AI and implications this might have for the implementation of the SDGs. Left 
unattended, we argue, AI advancements risk amplifying inequalities both between and within nations (SDG 10) and 
thus demands special attention from governance and policy circles globally.  

 

Introduction 

Although the evolution of Artificial Intelligence (AI) has 
followed familiar socio-technical patterns of hype 
bursts followed by long winters, the wide release in the 
recent past of tools based on generative AI, such as the 
large language model ChatGPT, arguably represent a 
turning point. With lightning speed this has brought 
disruption and discontinuity outside of niche academic 
communities and technology companies, into wider 
society, with a promise to upend our assumptions 
regarding human development. 

 
What sets AI apart from broader technological evolution 
is that we might be experiencing, or be close to reaching, 
a tipping point, where we no longer explicitly tell very 
capable systems what to do. Instead, the AI system is 
given a goal, a vast set of examples, and it figures out the 
patterns or rules itself, with emergent and surprising 
capabilities & capacity as a result. This is done via 
training sets of human generated data, that mirror our 
real-world prejudices, prioritization and power 
hierarchies, and thus risk amplifying current inequities 
in both representation and outcomes. But it is also the 
case that AI progress is currently  unfathomably fast, the 
complexity and inner workings of these models are 
incomprehensible or inaccessible, and according to AI 
researchers themselves, the outcomes are 
unpredictable, whilst still weakly governed (Klein 
2023). The ways in which these technologies are 
integrating allow for new possibilities hitherto 
unimagined. This clearly has impacts on human 
development and sustainability, enshrined in the 
Sustainable Development Goals (SDGs). 

 
 

Global Goals and AI 

SDG 10 explicitly articulates the need for reducing 
inequalities and ensuring no one is left behind as an 
integral part of achieving the SDGs. It highlights 
inequality within and among countries as a persistent 
cause for concern, exacerbated by the recent pandemics 
and geopolitical rifts. What role will AI play in widening 
or reducing these gaps, then becomes a mission critical 
question and one central to this brief. 

AI holds the potential of addressing climate change 
(Cowls et al. 2021; Leal Filho et al. 2022) and 
biodiversity loss (Eastwood et al. 2022), whilst 
contributing to more effective monitoring and 
applications of natural resources and emissions (Emami 
Javanmard and Ghaderi 2022). In doing so, accelerating 
progress towards the achievement of the SDGs (Goralski 
and Tan 2020). Recent scholarly work has gone as far as 
to term this technological progression a “vector of hope” 
(Del Río Castro, González Fernández, and Uruburu Colsa 
2021). Countering this optimism somewhat, Vinuesa et 
al. 2020; Galaz et al. (2021) highlight how all of the 17 
SDGs are believed to be moderately or strongly affected 
by AI and automation, but caution that 59 or more of the 
sustainable development targets might be inhibited by 
AI. If the SDGs are to be employed as a framework for AI 
ethics , what is needed is that we consider closely the 
context and the broader sociotechnical system (Saetra 
et al 2021). 

Inequity Dimensions 

The field of AI ethics so far has been predominated by 
studies raising awareness about how livelihoods will be 
impacted by automation, the qualitative shift of jobs 
available based on geography and income, as well as 
ethical concerns related to bias and prejudice built into 
training data and the models that follow. 
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Regarding economic opportunity, these concerns stem 
from the observation that AI continues a long-standing 
trend of increasing automation. AI will impact workers 
differently. New tools like Chat-GPT are also generally 
expected to drive unevenly distributed global economic 
growth (Bughin et al. 2018). Multinationals or large tech 
firms based in the Global North, with access to data and 
the resources to develop AI, might receive the majority 
of these benefits, driving inequalities further.  

The ethics and privacy concerns about data collection, 
the embedding of bias and prejudices into AI models 
when using historical data to train said models, and the 
lack of transparency of decision rules generated is also 
well recognised. Automation and inequity in particular 
are drivers to flag in the discussion of AI impacts more 
broadly in society (Crawford, 2021; Eubanks, 2017; 
Zuboff, 2018, Zajko, 2022).  

Adding nuance to the discussion on inequity, is the body 
of scholarly work underpinning the materiality of AI and 
its supply chains, as well as the life cycle analysis and 
footprints of such large complex systems. van 
Wynsberghe et al  (2021) call for a “movement to foster 
change in the entire lifecycle of AI products (from idea 
generation, training, re-tuning, implementation, 
governance) towards greater ecological integrity and 
social justice”.  These aspects of justice appear hard to 
attain when we look at how developments in AI are 
critically linked to non-universal access to increasingly 
large data sets and the computing infrastructure 
required to process them. As a tiny fraction of nations 
and companies control the development and 
application of AI, this raises important questions 
regarding the geographical disjuncture between where 
AI development takes place and where rewards of GDP 
are captured.  

 

Governing AI 

To make decisions or design policies based on the best 
available information requires effective tool support. AI 
is an enabling technology that could allow decision 
makers to significantly improve their capabilities to 
make decisions based on larger and more complex 
information. However, whilst AI in this way can drive 
better decision making (Di Vaio et al. 2020), it can also 
be used for misinformation, deep fakes, and algorithmic 
bias increasing risks of systematic deviation from 
equality that emerges in the outputs of an algorithm 
(Kordzadeh and Ghasemaghaei 2022).   

This calls for a pressing need for policy making 
institutions to take responsibility and act in 

consideration of an ethical framework such that AI 
systems can be trusted (Theodorou and Dignum 2020). 
Policy institutions are just beginning to grapple with the 
speed of this shift, with many calling for urgent 
governance, regulation and ethics frameworks to be 
built into the nascent stages of its development.  But 
there exists relatively sparse discussion on “how” this 
can be achieved. One refreshing signal against the noise 
of AI hype, is that of Bender and Gebru (2021), who 
describe how large language models absorb the 
hegemonic worldview from their training data. They 
call for a shift in mindset to one of careful planning, 
before starting to build either datasets or systems 
trained on datasets. As an antidote to the hysteria and 
hype of AI, they call for research to be mindful of people 
who stand to be adversely affected by this technology. 
This can only be materialised by realigning the research 
process for considering environmental impacts, for 
doing careful data curation and documentation, for 
engaging with stakeholders early in the design process, 
for exploring multiple possible paths towards long- 
term goals.  

Policy recommendations / conclusions 

In this policy brief we have argued that the equity 
implications of AI go beyond the politics of data 
collection, learning and use. AI risks acting as an 
amplification tool, that is fraught with design 
considerations and inherent unknowns. This calls for 
the need to recognize growing evidence of algorithmic 
bias, the risks of deep fakes and misinformation, 
wherein AI acts as a driver of further political 
polarization as well as exacerbation of inequalities. 

To counteract these trends, we recommend the 
following steps as design guidelines bridging the world 
of policy making and that of emerging technology such 
as AI: 

1. Urgent need for Global Governance: Stepping 
up efforts on AI governance, that transcend 
national boundaries and engage both public 
and private actors at the forefront of AI 
development. OpenAI, the creators of ChatGPT, 
for example recently called for global standards 
in training AI systems (Altman 2023). This is 
needed to address the alignment problem of 
ensuring AI works in the best interest of 
humans, but in the context of SDG 10, we also 
urgently need to elevate the discussion on risks 
of amplified distributional inequity as raised 
earlier on the risks and benefits of AI. 

2. Holding up a new mirror: rather than replicating 
the structural and societal inequities embedded 
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in our historic training data, as well as in opaque 
or proprietary processes of how weights, 
rewards, and priorities are applied in 
reinforcement machine learning, we need to 
bake into the design of AI, ethical frameworks 
that break out of such patterns of bias and 
equity gaps. Adopting regulations general 
enough to cover emerging risk with rapidly 
growing capability of AI systems is critical 
(Tegmark 2022). 

3. “Sustainability Budgets” in the development of 
AI: As Raper, Coeckelbergh et al (2022) have 
suggested, there is a need to design budgets 
similar to the ones we currently have for 
ensuring privacy of data, to avoid sustainability 
deficits in the way AI is unleashed upon wider 
society. This recommendation in the context of 
AI and global agenda setting, would enable 
environments that prioritise human and 
ecosystem development over short term profits 
or cyclical industry & pollical agendas. 

What the three recommendations all have in common is 
an architecture that favours principles for 
sustainability, global governance and human 
development, rather than short term visions of progress 
or growth for growth’s sake. However, they beg the 
question on who would comprise such committees or 
global task forces to ensure the needs of the most 
vulnerable segments of society are balanced with that of 
innovation and technological progress. Here we 
recommend a global coalition not of first-movers but 
rather including those that are the most vulnerable and 
have the highest stakes in the outcomes of this mega-
trend. Efforts to bridge AI and policy particularly within 
the context of “leaving no one behind” as enshrined in 
the SDGs, need to consider downstream effects in order 
to block foreseeable harm to society and different social 
groups. We thus call on collaborative design approaches 
with representatives of affected communities, as well as 
policy experts and scientific scholars to strengthen 
global governance of AI.  
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