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Abstract 

In learning environments, there is widespread adoption of technologies that depend on artificial intelligence. Social 
robots – the focus of this brief – provide an interesting example because they have both an indirect (e.g., online software 
and direct (e.g., physicalised devices) presence in classrooms. Alongside their implementation are well-justified 
concerns about access, well-being, AI literacy and student privacy. The aim of this brief is to present the findings from a 
series of roundtables on the topic of social robots in classrooms with 105 educators, primary-school students, human-
centred researchers, policymakers, and education technology industry representatives across four regions: the US, the 
Caribbean, Africa and Australia. Given that privacy was identified as the most thematically important concern around 
social robots usage within learning environments, it is the focus of this brief, with a deep dive into Lumilo (a potential 
feature of social robots). As this brief presents a consensus view of industry and public sectors across diverse learning 
contexts, it offers a missing piece of the puzzle by integrating these voices from the Global North and Global South, 
suitable for an international research and policy audience.  

The age of AI: Social robots in education 

Artificial Intelligence (AI) has been incorporated across 
several areas of education (Miao et al., 2021). One 
example is the use of educational social robots 
(chatbots), which function as a tutor for students and 
teachers in their learning and teaching journey, 
respectively (Belpaeme et al., 2018; Smakman et al., 
2021). In a typical learning scenario, users input textual 
or audio requests. Then, cloud-based services and AI 
techniques allow chatbots to deploy natural language 
processing and machine learning to provide 
appropriate responses and action various tasks (du 
Boulay et al., 2018; Gena et al., 2020; Verbert et al., 
2013). Several examples of social robots exist, including 
Ada1 and Deakin Genie2, which are underpinned by 
intelligent tutoring systems [ITSs] (Burns & Capps, 
2013).  

Despite their value in learning environments (Alemi et 
al., 2017; Belpaeme et al., 2018; Johnson & Lester, 2016; 
Jones et al., 2014), social robots pose several risks (see 
Mechelen et al., 2020 for an 18-year ethical overview in 
child-computer interaction research). Key to this is the 
large, representative dataset requirement for social 
robots, which relies on continuous data collection – 
when, how and what to collect from end users is not 
always clear. Moreover, psychological concerns abound 
(Lutz et al., 2019) in relation to social robots replacing 
humans and their role in socially isolating students 
(Kennedy et al., 2016). Together, these instances 

 
1https://www.jisc.ac.uk/news/chatbot-talks-up-a-storm-for-bolton-
college-26-mar-2019 

represent risks to privacy (Serholt & Barendregt, 2014), 
safety (Serholt et al., 2017) and well-being (Kennedy et 
al., 2016). Moreover, managing these risks are often 
situated in environments where technology develops 
more rapidly than their governance frameworks. 
Although, it is worth mentioning that emerging policy 
discussions such the Online Safety Bill in the UK 
(Trengrove et al., 2022; cf Show, 2023) and, in more 
Global South contexts, the Jamaica Data Protection Act 
(Jamaica DPA, 2020), offer promising avenues for how 
to better manage risks related to current and emerging 
technologies. In the current study, social chatbot usage 
is qualitatively examined through the lens of an 
overarching question: What are the affordances and 
challenges of social robots within learning environments? 

Methodology 

Participants. 105 participants (educators, human-
centred researchers, primary-school students, 
policymakers and education technology 
representatives) across the US (n = 22), Australia (n = 
25), Africa (n = 24) and the Caribbean (n = 34) agreed to 
participate. Consent/assent was individually gained 
from each stakeholder. Participants were purposively 
selected not for their experience with social robots, but 
rather to ascertain a more diverse understanding of 
perceived impacts across learning environments 
(Friedman et al., 2017; Miller et al., 2007; Winkler & 
Spiekermann, 2021). 

2 https://futured.deakin.edu.au/concepts/internet-of-things/genie-smart-
speaker-integration/ 



2 

 

Procedure and Analysis. Roundtable sessions were held 
online; in the children’s session, an adult (parent or 
teacher) was present. Given participants’ diverse 
exposure to social robots, explanations about this 
technology were provided using real-life case studies. 
Participants also watched a video with students 
engaging with a NAO3 in a learning environment: this 
familiarisation approach is commonplace in child-robot 
interaction research (Ahmad et al., 2016; Belpaeme, 
2020; Rosanda & Istenič Starčič, 2019). 

All recordings were transcribed and inductively coded 
and analysed following Braun and Clarke’s (2021) 
framework. Two researchers iteratively identified 
codes, themes and sub-themes from the data. Given its 
thematic importance, privacy and its sub-themes4 will 
be discussed in the remainder of this article. Moreover, 
the example of Lumilo emerged quite often in the data. 
Consequently, this potential feature of social robots is 
used to contextualise the discussion, before offering 
policy recommendations. 

Privacy challenges of social robots: The case of 
Lumilo 

Lumilo is “a pair of mixed-reality smart glasses designed 
to support K-12 teachers in orchestrating personalized 
class sessions” (Holstein et al., 2018, p.80).5 For 
example, during a problem-solving task, Lumilo’s 
features permits students to communicate with the 
software to request hints. Its developers provide 
evidence of Lumilo (1) helping teachers to better 
allocate time to students with lower prior knowledge 
and (2) predicting which students would benefit from 
the combined help from Lumilo and their teacher 
(Holstein et al., 2018). 

Despite these promising findings, given Lumilo’s 
intended purpose, there are multiple instances where 
data is gathered, processed and stored. That is, once a 
teacher engages with Lumilo, it provides live feedback 
of student work patterns (via floating text appearing 
above students’ head), it shows student (include deep 
dive screens) and class-level analytics, and it alerts 
teachers of students’ current states (e.g., emotions). 
Therefore, Lumilo requires several functions: It must 
comprise the ability to store data on student 
performance, states, and teachers’ actions. Together, 
this suggests that, on any given occasion, Lumilo collects 
multiple data representations (e.g., physical, audio and 
visual).  

 
3 Nao is a small humanoid robot designed to interact with people. 
4 Privacy sub-themes are bolded. 

Lumilo’s data streams are the bedrock of enabling 
teachers to provide personalised tutelage. For example, 
these streams enable educators to access granular 
insights about students’ strengths and areas for 
improvement.  But, inherent in this scenario is the need 
to illuminate AI’s black box (Rai, 2020). Interestingly, 
participants viewed issues around social robots’ black 
box, which is closely linked to AI explainability (XAI), 
to be a privacy-related challenge since: “Not knowing 
how [student] outcomes are derived is problematic. What 
data is being collected, or not collected, to arrive at these 
conclusions about students and our teaching practice? It’s 
still a matter of privacy, isn’t it?” (Teacher participant). 
Recent shifts in the XAI field have seen more socio-
technical approaches to explain AI decision making 
processes, where explanations are both product and 
process-oriented and adopt a human-centred 
perspective (Ehsan et al., 2021; Miller, 2019; Srinivasan 
& Chander, 2020). Key to this is the reduction of 
explanations that conceal process-oriented information 
from end-users (Solove, 2002). For example, the 
recently proposed XAI in education (XAI-ED) 
framework adopts principles of fairness, accountability, 
transparency and ethics, all aimed at increasing trust in 
AI among educational stakeholders (Khosravi et al., 
2022). Moreover, emerging XAI notions, involving 
novels ways of conceptualising explainability, beyond 
heatmaps and neural network classifiers and exploring 
explanation quality, have been proposed (Holzinger et 
al., 2022). 

In the current and previous studies, much of what 
entices educators about social robots is task 
automation, alongside the agency to activate or 
deactivate specific features to achieve a desired 
learning outcome (Holstein et al., 2017; 2018). But it 
was recognised that there are little privacy design 
considerations for student autonomy. In Lumilo, 
teachers can opt-out of sharing class comparison details 
with students and override the system if necessary. 
Moreover, teachers know their Lumilo interactions are 
deposited into DataShop, a large educational repository 
(Holstein et al., 2018; Koedinger et al., 2017). However, 
there is virtually surface-level conversations about 
student autonomy over their data. Therefore, despite 
the importance of collecting multiple data points to 
understand student performance, this raises issues 
around agency and control (or a lack thereof) and the 
ability for students to prevent access to personal 
cognitive states. Two components of Solove’s (2002) 
privacy framework are applicable in this scenario: (1) 

5Lumilo is designed using Unity3D for the Microsoft (2017) HoloLens and has 
the ability to be integrated across a variety of ITSs. 
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the right to be left alone and (2) the right to shield 
oneself from access. In the context of social robots, 
although these two components suggest that consent 
must be obtained for lawful collection of student data, 
there remains “unknowns” in relation to when their 
data is collected, the type of data collected and the 
extent of the functionalities of social robots (Ozmen 
Garibay et al., 2023).  

This emerging requirement (need for explainability) 
and unintended consequence (insufficient student 
autonomy) raises the question around the balance 
between privacy, collection and autonomy. At least 
two technological solutions offer a starting point to 
strike this balance. Firstly, advances in multi-modal 
learning analytics could limit AI’s dependence on large, 
unregulated data flows within learning software, 
especially if paired with advances in modelling student 
data (Desmarais & Baker, 2012). Secondly, human-
centred solutions, such as SOLID (Sullivan, 2022), aim to 
ensure that data ownership remains in the hands of 
users. However, both solutions require a more refined 
understanding of user needs for autonomy, given the 
previously observed privacy paradox: users claim they 
want privacy but act in opposite ways when 
“protecting” personal details (Kokolakis, 2017). 

Policy recommendations  

The emergence of new education technologies requires 
a new social contract (UNESCO, 2022) that (1) 
prioritises user autonomy, (2) elevates privacy by 
design, (3) is subject to contextualised privacy-
enhancing techniques, (4) strengthens AI literacy, (5) is 
subject to algorithmic impact assessments, and (6) 
ensures governance across the entire cycle of data 
collection, processing and storage. More specific 
recommendations are offered below: 

• Consider introducing configurable, context-
specific governance models that address when, 
how and what data is collected and under what 
circumstances. These structures should also 
explicitly address what information requires 
consent; 

• Elevate student voices through long-term co-
design sessions or study-beds (see Cortesi et al., 
2021 for models of youth participation model); 

• Collaborate with education assessment 
specialists to develop psychometrically sound 
algorithmic impact assessments, specifically for 
learning environments; 

• School curricula should prioritise privacy 
literacy: Students should be taught to critically 
evaluate data processing approaches, including 

data storage approaches (centrally or de-
centrally), who can alter their personal data and 
in what context. Educators and students should 
ask questions about how privacy by design is 
considered in social robot development. 

Beyond these recommendations, there is scope to 
provide more robust evidence around the longstanding 
impact of privacy intrusions on educational 
stakeholders, especially young children. More 
importantly, although privacy is the starting question 
(and most thematically important in the current article), 
data collection, processing and storage processes, 
ultimately rests of the nature of security protocols and 
the governance structures that underpin them.   
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