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Chapter 1: Introduction

Artificial Intelligencé (Al) has rapidly emerged in a context in whichsustainable
development has been the overarching goal of the international commuiy.United
Nations has called upon governnms to develop national strategies for sustainable
development, incorporating policy measunesachievethe 2030 Agenda foruStainable
Development. While Al technologiesiay support breakthroughs in achieving the
Qustainable Development GoalSDGs)they mayalso have unanticipated consequences
that will exacerbate inequalities angegativelyimpactindividuals societes ecaomies
andthe environment.

Alimplementation willneed to be supported by mnulti-disciplinaryreview to steer Al in

a directionthat will respect human rights and human digniistrategiesnay necessarily
include appropriate regulatory and mubktakeholder frameworksPolicymakers and
development practitioners arthus seeking to better understandnd addressny policy
gapsto safeguard transparencgafety, human rights and ethical standards. At the same
time, many technological advances are initiated in the private sector and acad@meie

are vital knowledge and experienseto shareamong all Sience, Technology and
Innovation (STI) stakeholders. In this contertcognition of the need for amulti-
stakeholderapproach will beessential.

TheUN Technology Facilitation Mechani§hi-M) was created by thddis Ababa Action

Agendato support the implementation of the SDGs anas launchedwith the 2030

Agenda on Sustainable Development in September 2015. Hreroutset, the Division

for Sustainable Development Goals DSDG/DESA has been serving as Secretariat for the
GLYGSNF3ISyOe ¢tFal ¢SIY 2y {OASYOSIJandSOKyYy 2 2 =
foNJ 0 KS { SONB{I NE DSy S N}eveDréprebehatizes of dcemifica D NP2 dzLJ
O2YYdzyAllex LINROGI (S aNebeeAddisbry GRoug) fo@upiortthe2 OA S & €
TFM. The two groups mobilize experts from within and outside the UN sy&iem

advancing the SDGs through Science, Technology and Innovation (STI) in various contexts.

Since 2015, both groups have been coordinated and supported by DESA/DSDG (2015
present), UNEP (20167) and UNCTAD (20p8esent). Over the years, IATT membership

has inceased to include 3UNentities and more than 120 active staff membeyran

unprecedented level of cooperation on science and technology across the UN.

The TFM facilitates mulsitakeholder collaboration and partnerships through the sharing
of information, experiences, best practicedbe development of practical guidance, joint

IWhiled KSNBE A& y2 2yS aAy3If FORDFOYALODAZ yi KA®R WIANT A Dr QR IRy
SyaSyotS 2F I ROFYyOSR L/ ¢a GKIFIG SylrofS avYlkOKAySa OF LI ¢
intelligence, including such features as perceptitearning, reasoning, problem solving, language

interacti2 Y~ YR S@Sy LINPRdAzZOAYy 3 ONBLIIGADBS 2N €D ¢KS RSTAYA
Commission on the Ethics of Scientific Knowledge and Technology (COMEST).


https://sustainabledevelopment.un.org/tfm
https://sustainabledevelopment.un.org/index.php?page=view&type=400&nr=2051&menu=35
https://sustainabledevelopment.un.org/index.php?page=view&type=400&nr=2051&menu=35
https://sdgs.un.org/tfm/interagency-task-team

activities at the country level, and policy advice for and among the Member States, civil
society, the private sector, the scientific community, United Nations entitiescdiner
stakeholders.

The TFM comprises four components: the IATT; thiM@&hber Group of representatives
from civil society, the private sector and the scientific community; the annual Multi
stakeholder Forum on Science, Technology and Innovation fd@EH@sTI Forum); and
the TFM online platform as a gateway for information on existing STI initiatives,
mechanisms, and programs. The gateway serves‘@sesstop-shoor information on
science, technology and innovation that can contribute to achgtre ®Gs, building
partnerships and matchmaking.

hyS AYLRNIFYyG FSIFGdZNB 20SN) GKS 1 ad F2dzNJ &S
discussions that take place in a migtakeholder setting, departing from more traditional

UN fomat. Member States ath other key stakeholders highly appreciate this multi

stakeholder approach, through the STI Forum as well as WSIS and the Internet
Governance Forunihe main purpose of this Reference Guide on Al Strategies is for the

TFM community to respond to the interss of- and concernexpressed by the

stakeholders in STI ForumgardingAl related issues as well as to provide an overview of

recent literature on global strategy to guide the development of Al to Member States.

This document is not a technical guidebook spedic Al applications, but rather a
GwSaz2dzZNOS DdzARSé 2NJ at NAYSNE YIlIAyfteé RANBOGS
other policy makers who are involved in setting the global agenda on Al, with the aim of
promoting more meaningful deliberations oAlrelated resolutions. The diplomatic

community is invited to share thResourceGuide with line ministries from their capitals.

This documents a continuation of the work on the STI for SDGs Roadhfiapssing on

one specific area: Al strategy developmehinlike the Guidebook on Roadmaps, this

Reference Guide is na@bouta K2 ¢ G2 RS@St2LJ !'L &aidN}XGS3IAaASats
referencesthat can providea global overview of discussions on Al Ethics, technical
standads, andexamplef national strategiesA subsequentersion of the Al Guidebook

is planned that wilfocus on assessment of Al impacts and guiding principles of how to

respond. This Reference Guide comprises three main chapters @hishl Principles
andImpacts;TechnicalSandards andnternational strateggs;and National Srategies®

2 Seehttps://sustainabledevelopment.un.org/tfm#roadmaps

3 Citatiorsfor this chapter:

ECOSORighlevel Political Forum on Sustainable Development. (2019, Mayvefji-stakeholder forum
on sciencetechnology and innovation for the Sustainable Development Goals: synimahe
co-chairs Retrieved from
https://www.un.org/ga/search/view_doc.asp?symbol=E/HLPF/2019/&8i=F

UNDESA. (2019, May 18pssion 1: Emerging Technology ClusiedsThe Impact Of Rapid Technological
Change On The SDGsistainable Development Knowledge PlatfoRetrieved from



https://sustainabledevelopment.un.org/tfm#roadmaps
https://www.un.org/ga/search/view_doc.asp?symbol=E/HLPF/2019/6&Lang=E

Chapter 2: Ethics of Al

Introduction

As a generapurpose technologyAl has profound implications fandividuals societies,

economies, and the environment.To dzy' f 2 O l LQa LJ203SSPGA I f 02
achevement while managing risks, it is important to understand how societies are
transformed by disruptive technolgg

This work needs to be accompanied by ethical reflectArapplicationsare notvalue
neutral. They havénfluenced humantechnology rehtions in both beneficial and harmful
ways.In a remarkable examplélwas used tgenerate some of the earliest alerts about
the COVIEL9 outbreak by routinely scanning hundrés or thousands of governmental
and media data sources in multiple languagést the evolution of Al already has posed
significantnew ethical concerns anchallengesilt is widely known tha#Al systems may
incorporate biases, due to the data on which they are traiaggvell aghe choices made
by developers while designing Algorithms to interpret this data. Further, Abased
decisionmaking processes aret always fully explainable andeguictable, and thus can
be difficult to understandandredress?

Chapter zhighlightsthe ethical implications of Adnd ways to address &m, throughthe
role and work othe UN system

Ethical implications of Al

Albased technologies blur the bouay between human subjects and technological
objects® The application of Atot only ha societal implications, which can be ethically

https://sustainabledevelopment.un.ofmdex.php?page=view&type=20000&nr=5516&menu=29
93.

UNDESA. (n.d.). Technology Facilitation Mechanism Workstream 10: Analytical work on emerging
technologies and the SD@ustainable Development Knowledge PlatfoRetrieved from
https://sustainabledevelopment.un.org/index.php?page=view&type=12&nr=3335

4 Using artificial intelligence to help combat COVIE19, OECD, 23 April 202Mttps://read.oecd -

ilibrary.org/view/? ref=130_130771-3jtyra9uoh&title=Using-atrtificial -intelligence-to-help-combat-

COVID19

5S¢ KS W.2AHOILINROESY 2F L a84iSyas dzyRSNEG22R a4 GKS 2L
raises concerns regarding trar@pncy and accountability in automatelecisioamaking. Several

solutions, both technical and operational, have been proposed to address transparency in the use of

automated decisiormaking and generating explanations for why the decisions have been tkemore

details on action being tan by governmentghe private sector and academia to address the bihok

problem of Al, see page L ofthe! b9 {/ h NBLERZ2NI a«{GSSNAy3a 'L IyR ! RAlIyO
{(20A8GA84¢

5For a more detailed treatment dhe subject/object distinction from ghilosophy of technology

perspective, see UNESCO COMEST report on Robotics &thilzble here:
https://lunesdoc.unesco.org/ark:/48223/pf0000253952


https://sustainabledevelopment.un.org/index.php?page=view&type=20000&nr=5516&menu=2993
https://sustainabledevelopment.un.org/index.php?page=view&type=20000&nr=5516&menu=2993
https://sustainabledevelopment.un.org/index.php?page=view&type=12&nr=3335

evaluaed, but also affed the central categories of ethicsthe concepts of
agency’responsibility and ouvalue frameworks.

The increasing autonomy of Al systems raises the questiowho should bear ethical
and/or legal responsibility fooutcomesbased onAl systemsAn example of thiss life
and death decisionarrivedat by autonomous vehick

Autonamous decisionrmaking by Al systems may interfere withoral ageng andour

understanding oft. For instancegnline platformsand search companiegly on content
personalizationfor targeted advertisingjnterpreting data about y A Y RA @A Rdzl f Q&
interestsand engagemenin orderto tailor news feedsind advertisements

Studies have suggested th#te more accurately a recommendation engine pegs our

interests, the faster it traps us in an information bubb@ne effectiskB 6y | & WSOK?2
OK I Y @ 8IMBofithmsthat NEA Yy F2 NOS dzaSNBQ AydiSNBaida KN
contentbased on their prior belief§ y 2 4G KSNJ STFFSOG A & rroWdthed G S NI 6 dzo
scope of content users are exposed to. Tleasds tocommunicatig with conforming

viewpoints further consumingsimilarcontent and not being exposed to other ide&sich
WFAEGSNI 0dzo 6t SamayiyARrAWS O K2 rigliy/ kR doessIliBE Q &
information andto form opinions freely a necessaryfoundation for individuals to

exercise freedom of expressionhis Al business modalso mayfacilitate thespread of

disinformation hate speeclor incitement to violencewith dangerousonsequences for

peaceful and democratic societies. The logithefsocial media business models aAt

ranking systems&ashad aharmfulimpact on the news media, furthaveakening press

freedom andthe rights to freedom of expression draccess to infanation® Similar

consequences are seen in tlield of culture, where advertainmentare individually

tailoredto the point where they maympede opening the creative horizon.

Another disruptive potential of Al systems is on mdraimmeworks Not only doAl systems
have societal effects that can be ethically evaluated, but they also affect the very ethical
frameworks weuse toevaluate them. For instance,-pbwered care robots might change
what people value in caggvingand Atpowered teaching systemsight affect criteria for
good teaching and education.

Digital transformation is happening at a moment where increased inequalities of income
and opportunities are atheir highest leved in decade$ within and between countries.
These technologiemay ke contributing to deepening such inequalitieghile afew firms

and a handful of countries own the largest share of these technologies. This can change
the landscape beyond recognition.

7In general terms, an agent is a being with the capacity tolagf,R Wl 3Sy 0e Q RSy2i S48 (KS SE
manifestation of this capacity.

8 UNESCO. 202Beporting Facts: Free From Fear or Favour

https://unesdoc.unesco.org/ark:/48223/pf0000375061

9 http://www.oecd.org/social/inequality.htm
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Core elements in the Alife cycl€will determine who participatd | YR ¢ KZhisR2 Say Qi
aspectis seen in the key issuef data governanceincluding data collection, data
26YSNBRKALIE RFGF aAKFENAY3 | yR RlofiMthatamdsSaa e 51
countries and firms to advance new solutions and produdtgtais highly concentrated

and there is no shared ternational governance frameworRKhe skills nededfor data

mining and the development of models and algorithms are also highly concentrated.

There is thuain essential link betweetine governance oAlanddata.

Member States have recognized thatrailti-stakeholder Al ethical framework will be
needed to address the amy ethical challengesof Al. A short list includethe pace of
technologcal innovation on the digital divide;the risks of creating ew forms of
exclusionspiases embeddedvithin algaithms, including gender biases; the protection

of privacy and personal data; the disruption of governance models; the issues of just
distribution of benefits and risks; impacts on employment and the fifrwork; human
rights and dignitytfransparencyaccountability, responsibilitysecurity and risks arising

out of dualuse of technologyThese and other issues are further addressed in the
publicationslisted at the end of this chapter

Call for an dtical approach to the development and use of Al

Because of its profound social implications, many organizations and governments are
concerned about the ethical implications of Ahis is seen in thargenumber of reports

on Al and ethicsas well asegonal and national initiativethat have articulated principles

and values to guide the development and use of Al sysf@niBut the practical
governanceof Al as a distributed technology, is beirgpread across numerous
institutions, organizations, and private companies. A overall good governance
framework for Althus requiresa pluralistic, multidisciplinarymulticultural, and multk
stakeholder approach Alongside a professional understanding of Al technologies, a
deeper ethical reflection isow cadled for in order toaddressfundamentalquestiors

about what type ofuture we wantfor humanity.

United Nations work on addressing ethical implications of Al

The UN Secretar§general has underlined a need to ensure that Al becomes a force for
good.The UN& & & (i S Y an@thigs ®fMJ|builds on a long history of engagement with

ethical concerns related tthe development and use of information and communication

technologieqICTs)

The international human rights framework formed the basish&f 2003 WorldSummit

2y (UKS LYF2NXIGAR2Y {20ASGeQa o62{L{theDSYySQI
useof ICTs and content creation should respect human rights and fundamental freedoms

of others, including personal privacgnd the right to freedm of thought conscience,

0 Annex I provides a links to several global, regional and national initiatives on the eimighitations of
Al. AnneX provides summaries of some of these initiatives.



and religion in conformity with relevant international instrumené$he Geneva Plan of

l OGA2y> IR2LIWSR G GKS wnno 2{L{ {dz¥YyYaidsz A
LYF2NNIGA2y {20ASie¢ | & ehgbverBnfets,QikilZdcietp Sy | O
entities, businesses and international organizations could work togéther.

F
/

The UN and the individual institutions within its system have been active in addressing
challenges related to developmeritpplementation and use of Af.

In August 2018, the UN Special Rapporteur for the promotion and protection of the right
to freedom of opinion and expression, David Kaye, released his report on the implications
of artificial intelligence (Al) technologiger human rights. The report presents a
framework for a human rightbased approach to these new technologies, with a
particular focus on freedom of expression and opinion, privacy anedmsrimination®

In May 2019, the UN System Chief ExecutivesdBi@arCoordination (CEB) adopted a UN
systemwide strategic approach and roadmap for supporting capacity development on Al.

It outlines an internal plan to support capacity development efforts related to Al
technologies, especially for developing countri@gth a particular emphasis on the

WoRAlY 0AftA2Y QS Ay (KS O2yiGSEG 2F | OKASOAyY 3
maintain strong ethical and human rights guardrails, ensuring that Al developments do

not exceed the capacity to protect society,rpeularly marginalized, vulnerable arnle

poorest populations, including women and girls.

The Secretafp SY SNI & SPSIEA IR ySt 2y S5AIAGEE [/ 22 LISNF G
2F SAIAGIE L ¢ndl StheR SecoStafiRSW OB Qa awigitel RY | L F 2
O 2 2 LIS N4 launcBed @én 11 June 202fresent actions and recommendations on how

the international community could work together to optimize the use of digital
technologies and mitigate the risks. Recommendation 3C is specifically degdkéand

provides a clear ground for a mu$iiakehdder cooperation in ensuring that Al becomes

a force for good understanding the risks at hand. As outlined in the Roadmap, the
SecretaryGeneral has proposed to establish a matikeholder advisory body aylobal

Al cooperation to provide guidance to héelf and the international community on Al that

is trustworthy, humarrights based, safe and sustainable and promotes peace.

In 2015, UNESCO Member States committed to promoting human -bglstd ethical
reflection, research and public dialogue on thepiimations of new and emerging

11 For more information see:

http://www.itu.int/net/wsis/docs/geneva/official/poahtml#c10

2 Annex | providesome pag ongoing and future initiatives related, either directly or indirectly, to the
ethical, legal and social implications of Al within the UN system.

B https://www.ohchr.org/EN/Issues/FreedomOpinion/Pages/ReportGA73.aspx

1 https://www.un.org/en/digital-cooperationpanel/



technologies and their potential societal impacts, with the adoption of the Internet
Universality framework and the associated R.O.A.M princifSles.

In November 2019, UNESCOsvwgaven a mandate by its 193 Member States totstee
process of elaborating an international standaekting instrument on the ethics of Al, in

the form of a recommendatio® The process of elaborating the Recommendation
provides an opportunity for M@ber States to discuss and agree upon principled a
recommended policy actions as ethical and human rights guardrails for the design,
development and deployment of Al. It also addresses the concerns of developing
countries, the benefit of present and futee generations, the 2030 Sustainable
Development #enda, gender and racial bias, inequalities between and within countries,
and leaving no one behind.

Thefirst draft of the Recommendation draswn the ongoing work of the UN Secretary

DSy S NI f-Lev@ Panel 8rkDigital Cooperation, particularly asrétates to its
Recommendation 3C on identifying commonalities among the existing set of Al ethics
principles. It also lirkwith other related processes and initiatives within the UN system
ontheethics@ ! LY Ay Of dzZRAy 3 L ¢! Cha Himhn RiggtdNJo@l2 R Df 20
NEBEa2fdziAzy 2y G¢KS NARIKG G2 LINRGIFO& Ay GKS F

The draft Recommendation, to be put before UNESCO Member States at the 41st General
Conference in 2021, wiirovide a foundation to support Al ethicelated work across
the UN syster/

15 An acronym foHumanRights, Openness, Accessibility to all, and Multistakeholder participation

By GKS O2yGSEG 2F 'b9{/hz NBO2YYSYyRIiGAZYya | NB Aya&aidNd

formulates prirtiples and norms for the international regulation of any particular question and invites

Member States to take whatever legislative or other stepyina required in conformity with the

constitutional practice of each State and the nature of the questioden consideration to apply the

LINAYOALX Sa FyR Yy2N¥Xa | F2NBalFrAR SAGKAY GKSANI NBaLISOGA ¢

Procedure corerning recommendations to Member States and international conventions covered by the

terms of Article 1V, aragraph 4, of the Constitution).
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knowledge societies: a Rights, Openness, Access, aneskdiktholder PerspectiveNESCO
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Key References
The following is a summary of some publicatioredated to Al ethicsaand principles
available online.

International Organizations

1. EuropeanCommission for the Efficiency of Justideuropean Ethical Chartem the
Use of Al in Judicial Systems

Key words Developed by

fundamental rights; nosdiscrimination; CoE CEPEJ Dec2018
security;  transparency, impartiality

fairness; user control

Acknowledging the potential of Al to improve the efficieng
EUROPEAN COMMISSION FOR THE

and quality of justice, the charter describes five principles EFFICIENCY OF JUSTICE (CEPE))
) . o A . P

gglde the ethical use of Al specifically in judicial syste * anthe use of Arafcl maiigence

with a focus on processing data and decisions. judicial systems and their environment

The five principles are: respect for fundamental rights;n
discrimination; quality andsecurity (use certified source!
and intangible data with models conceived in a mul L 1
disciplinary manner, in a secure technologic 2
environment); transparency, impaslity and fairness; and™— "

Gdzy RSNJ dzaSNJ O2y G NRf ¢ o6Sya._.omemeem . SNER
and in control of their choice). Each principle is also supported by more concrete
recommendations.

Special Address by Antonio Guterres, Secre@eperal of the United Nations. (2020, January 2&)rld
Emnomic ForumRetrieved from https://www.weforum.org/events/worldeconomicforum-
annuatmeeting2020/sessions/speciaddressby-antonio-guterressecretarygeneratof-the-
united-nations-1

UNESCO. (2020). Records of the General Conference, 40th sesdgri,Pldovembel?7 November
2019,volume 1: ResolutionRetrieved from
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The document also includes a study on the existing uses of Al irajug)istems, covering

guestions about limitations; a description of potential uses oinAEuropean judicial
aeaidsSyaTtT FyR | OKSOlftAad F2NIAYGSIANI GAy3T GKS
Download here

2. European Group on Ethics Bcience and New Technologie€statement on Artificial
LYGdadSttAaSyoOSz:s w2020A0a FyR Wl dzi2zy2Y2dzaQ {@af

Key words Developed by Year \
human dignity; autonomy; responsibilitt European Group on Ethics Mar 2018
justice, equity, solidarity; democracy; ru Science and Nev

of law and accountability; securityafety, Technologies
bodily and mental integty; data
protection and privacy; sustainability

This statementhighlights key ethical questions and considerations relating to Al and
proposes a set of furainental ethical principles, based on the values laid down in the EU
Treaties and the EU Charter of Fundamental Rights, which can guide the development of
Al. It adpts a rather different approach from other similar documents, framing its
principles heavilyn terms of human rights and democratic principles.

The principles within the statement are: respect for human dignity (limit to use of
algorithms to affect indiiduals and right to know and decide whether one is interacting
with a machine), autonomy (bey’ 3 I 60t S (2 &aSié 2ySQa 26y ail yR
them, being able to intervene in autonomous systems); responsibility (Al should only be
developed in waythat serve social good); justice, equity, and solidarity (equal access to
technologies andheir benefits, as well as data collection and surveillance); democracy
(decisions about Al should be the result of democratic debate, value pluralism and
diversity of opinions must not be jeoparzid by technologies); rule of law and
accountability (rightto redress, liability); security, safety, bodily and mental integrity
(physical safety, robustness, emotional safety, especially in fields such as cybersecurity
and finance); data protection and privacy (right to be free from technologies that
influence pesonal development and to be free from surveillance); and sustainability
(environmental friendliness).

The statement concludes by calling for a common, intermetily recogried ethical and

legal framework for the design, production, use and governaraetdicial intelligence,
NPEo20AO0AT YR Wldzi2ay2Y2dzaQ aeadaSvao
Download here

3. European HigH_evel Expert Group on AEthics Guidelines for Trustwdry Al

Key words Developed by

Trustworthy Al; lawful; ethical; robus European Highevel Expert Apr 2019
human agency and oversight; technic Group on Al

robustness and safety; privacy and de

governance; transparency; diversity, nRc
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https://rm.coe.int/ethical-charter-en-for-publication-4-december-2018/16808f699c
http://lefis.unizar.es/wp-content/uploads/EGE_Artificial-Intelligence_Statement_2018.pdf

discrimination and fairness; societal al
environmental wdkbeing; accountability

The European High S@Sf O9ELISNII DNRdzLJ 2y 'L ONBI G4§SR

response to a mandate to draft ethics guidelines for Al systems that are hasraric,

with a gpal of improving human welfare and freedom. The regmvidesexamples of
opportunities and critical concerns raised BY, andemphaszes that striving éwards
trustworthy Al concerns not only the trustworthiness of the Al system itself but also all
ac NE FyR LINRPOSaasSa (KL (technit® cohtiéxiNdioughdut itd K S
entire lifecycle. To this end, trustworthy Al should be lawful, resipg all applicable laws

and regulations; ethical, respecting ethical principles and values; dngtoboth from a
technical perspective while taking into account its social environment.

The Guidelines put forward a set of seven requirements that Aésysshould meet in
order to be deemed trustworthy, accompanied by a specific assessment listity tex
trustworthiness of any Al system. The key requirements are human agency and oversight;
technical robustness and safety; privacy and data governanaesparency; diversity,
non-discrimination and fairness; societal and environmental 4belhg; am
accountability.

Download here

4. |ICDPPMeclaration on Ethics and Data Protection in Al

Key words Developed by Year
human rights and fairness, accoability, The International Confence Oct 2018
transparency and intelligibility of Data Protection and Privac

responsible development and deployme Commissioners (ICDPPC)
and respect for privacy, empowerment

individuals andopportunities for public

engagement, reduction of biases ai

discrimination; multistakeholder

Written and sponsored by eighteen data protection and privacy commissioners across the
world, the declaration fundamentally aims to preserve human rights in the development
of Al. Its giding principles include respect for human rights and fairness, cohsta
monitoring and accountability, transparency and intelligibility, responsible development
and deployment and respect for privacy, empowerment of individuals and opportunities
for public engagement, reduction of biases and discrimination. It also suggesgésal
concrete mechanisms for achieving each principle.

The declaration concludes that common governance principled orust be established

on the basis of a mulstakeholder aproach at an international level.

Download here

5.ILO:World Employment and Social Outlook (WESO) 2021: The role of digital labour
platforms intransforming the world of work
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https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trustworthy-ai
https://edps.europa.eu/sites/edp/files/publication/icdppc-40th_ai-declaration_adopted_en_0.pdf

Key words Developed by Year
Digital patform ILO Feb2021

The report examines how digital labour platforms a=~
transforming the world of worland the implications @’“:
of that transformation for employers and workers.

draws on the findings of ILO surveys conductis. « o 2=
among some 12,00@orkers in 100 countries arounc :
the world working on freelance, contebased, ol o T
competitive programming and microtask platformy gl b iy
and in the taxi and delivery sectors. It also draws
interviews conducted with representatives of 7
businesses of differenypes, 16 platform companie
and 14 platform worker associations around tf
world in multiple sectors.
The report calls for international policy dialogue ar
coordination to ensure regulatory dainty and the
applicability of universal labour standard atalys
down 15 recommendations on how to ensure thi
digital labour platforms provide decent work
opportunities and fair competition

Download here.

6. OECDOECD Principles on Al

Key words Developed by Year \
inclusive growth, sustainabl OECD May 2019
development andwvell-being; rule of law,

human rights, democratic values ar

diversity; transparency anc

understandability; robust, secure ar

safe; accountable

The OECD Principles on Atrtificial Intelligence prom=*-..
artificial intelligence (Al) that is innovative an meeme
trustworthy and that respects human rights an [§ ‘l{
democratt values. They were adopted in May 20_~ =
by member countries when they approved the OECD dbRecommendation on Al.

The OECD Al Principles are the first such principles signed up to by governments. Beyond
OECD members, other countries including ArgentiBrazil, Costa Rica, Malta, Peru,
Romania and Ukraine have adhered to the Al Principleth Wirther adherents
welcomed. The OECD Al Principles provided the basis for the G20 Al Principles endorsed
by Leaders in June 20109.

There are five principles: Ahould benefit people and the planet by driving inclusive
growth, sustainable development angell-being; Al systems should be designed to

& > QECD Principles on Al

OECD Principles on AI7
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https://www.ilo.org/wcmsp5/groups/public/---dgreports/---dcomm/---publ/documents/publication/wcms_771749.pdf

respect rule of law, human rights, democratic values and diversity; there should be
transparency and responsible digsure to ensure understandability; Al systems must
function in a robust, secure and safe wiayoughout their life cycles and potential risks
should be continually assessed and managed; and organizations and individuals
developing, deploying or operatig systems should be held accountafilee OECD also
provides five recommendations to goveremts on: facilitating investment in Al research
and development; fostering a digital ecosystem for Al data, compute and knowledge;
shaping an enabling policy enmimment for Al; building human capacity and preparing for
labour market transformation; and eoperating internationally in a mukstakeholder
manner.

Download here

7.The Institute for Ethtal Al Recruitment Al has a Disability Problem: questions
employers should be asking to ensure fairness in recruitment

Key words Developed by
Fairness; accessibilit The Institute for Ethical Al Sep2020
inclusion

This publication advocates fdairness in Recruitment Al for people with disabilities
Fairness in Recruitmeritave thus far received little attentiomsArtificial Intelligence (Al)
technologies have the potential to dramatically impact the livesldaahances of people

with disahlities seeking employment and throughout their career progression.

Thiswhite paperdetails the impacts tand concerns of disabled employment seekers
using Al systems for recruitment and provides recommendations on #pes gmployers

can take to ensuranovation in recruitment is also fair to all users. In doingitsshows

that making systems fairer for disabled employment seekers ensures systems are fairer
for all.

Download here

8. United Natons: SecretaryD Sy SNJ f Qa w2+ RYF LI F2NJ 5AIAGEE [/ 2

Key words Developed by

Digitalization; inclusive growtl United- Nations May 2020
sustainable development; human right

global cooperation
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http://www.oecd.org/going-digital/ai/principles/
https://osf.io/preprints/socarxiv/emwn5/

Reporiot e The Roadmap for Digital Cooperatida the resit of a
e multi-year, multistakeholder, global effort to address a

Roadmap

Co?;:'iagtii?r: range of issues related to the Internet, artificial
intelligence, and other digital technologiesand was
presented by the UN Secreta@General onll June 2020.
The Roadmap builds on recomnuations made by the
Highlevel Panel on Digital Cooperationtheir June 2019
report.
To meet the call to connect, respect, and protect the
online world, the actiororiented Roadmap presents the
SecretaryGenel f Qa4 NBO2YYSYyRIGA2Yya
by diverse stakeholders that would enhance global digital
cooperation in 8 key areas: (1) Achieving universal
connectivity by 2030(2)Promoting digital public goods to unlock a more equitable world
(3) Ensuring digital inclusion for all, including the meslinerable (4) Strengthening
digital capacity building5)Ensuring the protection of human rights in the digital;&i&)
Supporting global cooperation on artificial intelligen¢€) Promoting didial trust and
security, (8)Building a more effectivarchitecture for digital cooperatian
Download here

9. UNESCCQCCulture, Platforms and Machines: The Impact of Al on the Diversity of
Cultural Expressions

Key words Developed by

non-biased and  nowiscriminatory; UNESCO Nov 2018
gender equality; transparent an

explainable; auditable and accountable

The report to the Intergovernmental Committee for th m < 1216
Protection and Promotion of the Diversity of Cultur sz == o
Expressions reafis the importance of an ethical framewor
for Al and highlights the role of the creative sector
understanding how this framewk should look like. The
ultimate objective, the report suggests, is that Al systems shc
be socially beneficial.

To thisend, the report echoes existing documents that selecti
of data and design of algorithms should be Hoased and non
discriminatay; promote gender equality; and be as transparent and explainable as
possible. Their creators should also be concretelytabtk and held accountable.

The report is unique in its focus on fostering inclusivity and diversity of expression,
emphasizing tat Al should not homogenize cultural expressions but rather should be
used to provide better access to varied expressions prmmote perspectives of
traditionally marginalized groups.

Download here
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https://www.un.org/en/content/digital-cooperation-roadmap/
https://en.unesco.org/creativity/sites/creativity/files/12igc_inf4_en.pdf

National Government$

1. Australia Department of Industry, Innovation and Sciendaustra A I Qa 9 (G KA Oa&
Framework

Key words Developed by Year \
Human, social and environmental we Department of Industry Nov 2019
being; humarcentered values; humail Innovation and Science

rights; diversity; autonomy; fairnes:

inclusive;  accessible;  discriminatio

privacy protection and security; reliabilit

and saéty; transparency anc

explainability; contestability;

accountability

The ethics principles were developed following public consultation on a discussion paper.
The principles are meant to be aspiratad and used together with existing-fdlated
regulations. It is suggested that the principles can help anyone designinglogeng,
integrating or using Al to achieve better outcomes; reduce the risk of negative impact;
and practice the highest standasdf ethical business and good governance, but the
framing of the principles seems to target Al developers and business useis.
noteworthy that contestability is noted as a principle in its own right as other frameworks
frequently include it under acantability.

The principles are: human, social and environmental wellbeing; heoeatered values
(human rights, diversity, wonomy); fairness (inclusive, accessible, no unfair
discrimination); privacy protection and security (privacy rights, data ptmec data
security); reliability and safety (operate in accordance with their intended purpose);
transparency and explainalty; contestability (timely process to allow people to
challenge the use or output of the Al system); and accountability (humsporssibility

and oversight).

Download here

2.Chinese National Governance Committee for @bvernance Principles for a New
Generation of Al

‘Keywords ~  Developedby  Year
harmony and friendliness; fairness an Chinese National Governanc Jun 2019
justice; inclusivity and sharing; open an Committee for Al

orderly competition; privacy; secure/safe

and controllable; shared responsibility

open collaboation; agile governance

8 The Followingistis a sumrary of known examples and may not hdly comprehensive
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https://www.industry.gov.au/data-and-publications/building-australias-artificial-intelligence-capability/ai-ethics-framework/ai-ethics-principles

The Governance Committee for Al, linked
rresdemA cie w oA ceenmanzs 10 the Ministry of Science and Technology,
owR17E 13 2dz0f AYSR SAIKO LINAYOALX Sa

healthy development of a new generation of Al;ttee coordinate the relationship
between development andjovernance, ensure that Al is safe/secure, reliable, and
controllable; promote economically, socially, and ecologically sustainable development;
and jointly build a community of common destiny forshlt Y A 1 @ ¢ @ ¢ KS LINR Yy OA LI
comprehensive and is silar to the Beijing Al Principles.
The principles are: harmony and friendliness (enhance commonrbeglh of humanity,
conform to human values, promote humamnachine harmony, safeguard societal seiyu
and respect human rights, prohibit malicious apgi@a); fairness and justice (eliminate
bias and discrimination, promote equality of opportunity); inclusivity and sharing (green
development, coordinated development for disadvantaged groups andomsgi
strengthen Al education, avoid monopolies, open amderly competition); respect
privacy (right to know and right to choose, redress mechanisms); secure/safe and
controllable (transparency, explainability, reliability, and controllability, auditgbili
supervisability, traceability, and trustworthinessphbustness); shared responsibility
(adhere to laws, regulations, ethics, standards and norms, accountability, consider risks
and impacts); open collaboration (exchanges across disciplines and retaansh
international cooperation; broad consensus onemtational Al governance framework);
and agile governance (ethical development of Al while not hindering innovation, research
potential future risks and ensure that Al moves in a direction benefwisbciety).
Download original text here
(Official text can be downloaded here).

3. French Da Protection Authority How Can Humans Keep the Upper H&nReport
on the Ethical Matters Raised by Al Algorithms
Key words Developed by

fairness; continued attention an' French Data Protection Dec 2017
vigilance; requirement for huma Authority (CNIL)

intervention; intelligibility, transparenc

and accountability

The report is the result of public debate organized by the Author™ 1
involving over 60 partners. The debate identified six main ethi
issues, derives several guiding principles, anchclales with
practical policy recommendi@ns. The ethical challenges identifie /
are: threat to autonomy and free will; bias, discrimination ai (K
exclusion; diminishing collective principles which are the basis of | 1
societies; collection and retention giersonal data; which and how osesomme
much data bBould be used; and hybridization of humans at
machines, of which the threat to collective principles ai_
hybridization are unique.

CNIL,
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http://most.gov.cn/kjbgz/201906/t20190617_147107.htm
https://www.chinadaily.com.cn/a/201906/17/WS5d07486ba3103dbf14328ab7.html

Two foundational principles and two engineering principles are identified: fairness
(should not generate oaggravate any form of discrimination, even if unintentional);
continued attention and vigilance (not only to specific applications but at a systemic
level); reconsidering the requirement for human intervention (ensure that multi
stakeholders human delibetian governs and guides the use of algorithms and its
effects); and intelligibility, transparency and accountability.

Download here

4 JapanGovernment Social Principles of Huma@entric Al

Key words Developed by Year \
dignity; inclusion and diversity Government of Japan Apr 2019
sustainability; humastentric; human

rights; expand human abilities; happine:

prevent overreliance andnalicious use:

human autonomy &ad cortrol; user

friendliness; education; eliminat

disparities;  privacy; accuracy ar

legitimacy; security; risk management; f:

competition; fairness, accountability ar

transparency; discrimination; dialogu

trust; innovation; collaboration; qualit

and relability; accessible data

Released by the Cabinet Office, these principles foll Social Prinipes of Human-centio Al (Draf)
0KS Lzt AOFGA2Y 2F W LI S3ed ¢K!
G§23SGKSNJ gAGK AYRAODARCdZ € YaQ LINR

TABLE OF GONTENTS

development and utilizgon, are structured as the
foundation of a pyramid, supporting the vision of an / ‘e :
ready society and ultimately a philosophy of digni -«
(prevent overreliance, allow humans to demonstra
their capacities), diversity and inclusion, anu
sustainability (redoe sodal disparities, build sustainable societies). Most of the principles
are broad ethical values, but education; fair competition; and innovation are more policy
recommendations.

The social principles of Al are: hurmeentric (human rights, expand humaabiities,
pursue happiness, prevent overreliance and malicious use, human autonomy, user
friendliness); education (eliminate disparities in Al literacy, including understanding of
bias, fairness and privacy issues); privacy (protect freedom, dignitgcuradty, accuracy

and legitimacy, human control); security (risk management, sustainability); fair
competition (no dominant position); fairness, accountability and transparency (no
discrimination, appropriate explanations, opportunities for dialogue, na&ism to
secure trust in Al); and innovation (collaboration; quality and reliability; accessible data)

Download here

4. 2. Development and ulilization principles of Al 9
§ Conclusions
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https://www.cnil.fr/sites/default/files/atoms/files/cnil_rapport_ai_gb_web.pdf
https://www.cnil.fr/sites/default/files/atoms/files/cnil_rapport_ai_gb_web.pdf
https://www8.cao.go.jp/cstp/stmain/aisocialprinciples.pdf

5. MissionVillani: Fora Meaningful Artificial Intelligence
Key words Developed by Year |

transparency and auditability; protectio Mission \Wlani Mar 2018
of rights and freedoms; accountability ar

responsibility; diversity and inclusivit

and political debate transparency ar

auditability

This report layshe foundationsfor aFrench strategy in the Al
field. The report discusses topics relating to data, the field of
Al research, the impact of Al on the economy and

MEANINGEUL employment.Ethics of Al are specificatixploredin Part 5 of

the document, but Parts 4 arilalsotouch on environmental
concerns and inclusivitgnd diversity, which are considered
by many other frameworks to be part of ethical values. It
should also be noted that establishing an ethical framework is
one of the three main commitments for Francdofagside
betting on French talent and pooling asset

Within the specific section on ethicsthical issues such as
explainability, blas and autonomy are discussed and explained with examples. F
principles are suggested as a basis for a future etliremhework: transparency and
auditability; protecton of rights and freedoms; accountability and responsibility; diversity
and inclusivity; and political debate. On the basis of these principles, the strategy suggests
opening the black box (ensuring explalbility, addressing equity, bias and discriminatio
developing auditing systems, research into accountability); considering ethics from the
design stage (ethics training for Al researchers, discrimination impact assessment,
considering collective right® data); staying in control (in applications inlig;ng and
autonomous weapons); and specific governance of ethics in Al.
Download here

6. Norwegian Data Protection Autbrity: Artificial Intelligence and Privacy

Developed by
privacy; data protection; fairness; purpos« The Norwegian Data Jan 2018
limitation; data minimization; transparen Protection Authority

The report focuses on challenges in Al ratevto the data protection [l
principlesembodied in the General Data Protection Regulation (GD /-
It also highlights how data protection authorities may be able to addi . -
any harms caused by Ahd offers recommendations to protect thes
principles for diferent stakeholders. The target grodpr this report
consists of people who work with, or are interested in, Al.
The four principles identified from the GDPR are: fairness v smesien onina
discrimination; purpose limitation (to whatever user has consented .,
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https://www.aiforhumanity.fr/pdfs/MissionVillani_Report_ENG-VF.pdf

in public interest; data minimization (amouand nature of data used); and transparency
and the right to information (and right to explanation).
Downbad here

7. Smart DubaiAl Principles and Ethics
ethics; fair; transparent; accountablt Smart DubdP Jan 2019
understandable; security; safe; serve a
protect humanity; beneficial to humanity
aligned with human values; inclusivene:
global gvernance; respect dignityand

rights.
The Smart Dubai office aims to have these fc & .o s
non‘blndlng, hlgh Ievel Statements become PRINCIPLES OF ARTIFICIAL INTELLIGENCE
common foundation for industry, academic a

individuals navigating the world of Al. Eac WHAT ARE THE DUBAI Al PRINCIPLES?
principle ©ntains subprinciples, each in turn
further detailed by operatinalizing statements.

The four principles are ethics, making Al syste®.. ~ R
fair, accountable, as explainable as technically possible, and transparent; security,
ensuring that Al systems are safecure and controllable by humans, and not able to
autonomousy hurt, destroy or deceive humans; humanity, planning for a future in which

Al systems become increasingly intelligent, and giving Al systems human values and
making them beneficial to societynd inclusiveness, promoting human values, freedom

and dignitt NBX A LISOGAY3I LIS2L) SQ&a LINAGEFOT aKI NAy3
and governing Al as a global effort.

The ethics principle has also been developed into the Dubai Al Ethics Gesdelhich is
accompanied by the Ethical Al Toolkit offers thllgrecommendations on how to create

Al systems that adhere to the ethics principle.

Download here

8. Singapore Personal Datad®ection: Discussion Paper on Atrtifici&thtelligence

Key words Developed by

accountability;  trust; understanding Personal Data Protection Jun 2018
explainable; transparent; fair; humar Commission Singapore
OSYUNROT o0SySTAOST

19 Smart Dubai, https://www.smartdubai.ae/abouts
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https://www.datatilsynet.no/en/regulations-and-tools/reports-on-specific-subjects/ai-and-privacy/
https://smartdubai.ae/initiatives/ai-principles

This m@per presents the Singapord’ersonal Data Protectior
/| 2YYA&aA2y O6t5t/0Qa LINBEtAYAYL
pertinent to the commercial development and adoption of Al solutiol
The paper proposes an accountabiitgsed framework for discussini
ethical, governance andonsumer protection issues related to th
commercial deployment of Al, particularly for issues relevant
personal data protection. The fowstage framework operationalize:
how broad principles can be adopted by stakeholders. krigeted at
the private sector, to encourage them to develop their own voluntary governance

FNI YSg2Nl az |yR adGNBaasSa KLz deOKQ F2RSNY 2§
prescriptive.

The principles for responsible Al, which aim to promote trust and undedstg in Al,

are: decsions made by or with the assistance of Al should be explainable, transparent
(including accountability) and fair (avoid discrimination); and Al systems, robots and

decisions made using Al should be hurtantric (confer benefits, shid not cause

harm, tangible benefits should be identified and communicated, safety).

The four stages of the framework are: identifying the objectives of a governance
framework; selecting appropriate organizational governance measures; considering
consume relationship manageent processes; and building a decisimaking and risk

assessment framework.

Download here

9. The White House Ofte of Science and TechnoloBglicy(OSTR)Principles for the
Stewardship of Al Applications

Key words Developed by

trust; public awareness integrity; The White House Office of  Jun 2@0
autonomy; flexibility; fairness and non Science and Technology
discrimination; transparency; saty Policy (OSTP)

The White House Office of Science and Technology Policy (OSTP),
United States published on January 2020, describes key
Principles for the Stewardship of Applications.The pinciples

are embedded within a memorandum for the heads of executive
departments and agencies on guidance for regulation of Al
applications. The memorandum is careful to emphasize the need
to encourage innovation and growth by minimiginthe
regulatory buden, and this attention to minimized regulation is
reiterated throughout the description of every principle.

The principles are: public trust in Al (privacy, individual rights, autonomy, civil liberties);
public participation and awareess; scientific irgrity and information quality (quality,
transparency, compliance, bias mitigation, appropriate uses, predictable, reliable and
optimized outcomes ); risk assessment and management; benefits and costs (full societal
costs and benefits,distributional effets, comparison to alternative); flexibility
(performancebased, adaptable); fairness and ndiscrimination; disclosure and
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https://www.pdpc.gov.sg/-/media/Files/PDPC/PDF-Files/Resource-for-Organisation/AI/Discussion-Paper-on-AI-and-PD---050618.pdf

transparency; safety and security (confidentiality, integrity, availability of information,
systemic resiliencepreventing malicios use); and interagency coordination (sharing
experiences while protecting privacy, liberties and American values).

Download here

10. UK Hause of LordsAlin the UK:ready, willing and able?

Key words Developed by

common good; benefit of humanity UK House of Lords Apr 2018
intelligibility; fairness; data rights an

privacy; flourish; autonomous power t

hurt, destroy or deceive humaeings

This report introduces artificial intelligence, including its
FITS L o=0s definition and history, describes the design and development

e A process for Al, highlighting ethical issues related to data control

and transparency, and disaes the impact of Al on viaus

Alin the UK: sectors, such as education and healthcare.

ready, willing and | The report suggests the development of a core set of widely

recognized ethical principles. As a starting point, five

overarching principles suggested are: Al shouldleeeloped

for the common good andeneft of humanity; Al should

operate on principles of intelligibility arfdirness; Al should not

be used to diminish the data rights privacy of individuals,

families or communities; all citizens have the right to be

educated to enable them to flourismentally, emotionally and economically alongside

Al; and the autonomous power to hurt, destroy or deceive human beshgald never be

vested in artificial intelligence.

The section ends by acknowledging that many otbeganizationsare preparing their

own ehical codes of conduct, but that the government should work towards wider

awareness and coordination and develop a cresstor ethical code of conduct with

sectord LISOATAO GFNAIFYyGaz |y Yhe lbasiORrRs&@ibry ¢ KA OK

regulation ifit is deemed necessary

Download here

Report of Session 2017-19

Private Sector
1. ArmBlueprint: Arm Al Trust Manifesto

Key words Developed by
Security; eliminate discriminatory bia ArmLtd Nov 2019
explainability; human safety
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https://www.whitehouse.gov/wp-content/uploads/2020/01/Draft-OMB-Memo-on-Regulation-of-AI-1-7-19.pdf
https://publications.parliament.uk/pa/ld201719/ldselect/ldai/100/100.pdf

. The Arm Al Trust Manifesto developed by Arm

a r m B | ue p Il n'l' Ltd, outlines six principles for trust in A.l
systems. The main objective of the manifesto

is to ensure that these principles and ethics considerations are incaigubinto the key
design principles for Al products, services, and components. At present, there is no
defining set of practices to followrherefore, Arm Ltd calls for an industwyde effort to
define and standardize a set of practices that can be aglbfity anyone deploying Al
technologies.
The main principles are: Al systems should employ state of the art security; discriminatory
bias slould be eliminated in designing and developing Al decision systems; technological
approaches should be developed telp Al systems record and explain their results; Users
of Al systems should have a right to know who is responsible for the consequernfies of
decision making; Human safety must be the primary consideration in the design of any Al
system; people from alldckgrounds should be supported to develop the skills needed
for an Al world.
Download here

2. DeepMind Ethics & Society Principles

Key words Developed by Year
privacy, transparency and fairness; DeepMind Oct 2017
morality and values; governance ai

I O02dzyGit oAt AGRT ! L

challenges; misuse and uninted

consequences; and economic impa

inclusion and equality

It is important to note that the following are not principles that DeepMind has committed

to, but rather research areas that are being explored. These thematic areas &atiacr

2T Iy AYRSLISYRSYyi(d NBaSINOK dzy A dent2ompamsS SLla Ay R:
Alphabet Inc. The preamble to the principles highlights that ethical standards and safety

Fa | LINBNBljdzAaAdS G2 FAYRAy3I !dbaiafthadAl Sy G A | €
should be used fosocially beneficighurposes and always reain under human control.

The thematic areas are: privacy, transparency and fairness; Al morality and values;
32OSNYFyYyOS FyR | O0O02dzydFoAf AlGeTs miduse aBidR (K S
unintended consequences; economic impaad inclusion and equalié ® ¢ KS € Fad | N
focus on the economic/employment impact is unique among private firms.

Download here

3. Goode: Al at Google: Our Principles
Key words Developed by Year \
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https://www.arm.com/blogs/blueprint/arm-ai-trust-manifesto#:~:text=The%20Arm%20AI%20Trust%20Manifesto,-download&text=Arm%20would%20like%20to%20see,not%20allow%20AI%20to%20succeed
https://deepmind.com/about/ethics-and-society

socially beneficial; public availability ¢ Google Jun 2018
information; avoid bias; safety
accountable; privacy; scientific excellent

D223fSQa !'L LINAYOALX Sa réafinh teahriolagie® thag sblveli K S

20

important problems and help people iIKtSA NJ RI Af & fA@Sad D223f SQA

commitment to responsible development of technology and identify specific application
areas which it will not pursue.

Google commitdo developing Al applications based on the following objectives be
socially beneficial and facilitate the public availability of koygiality and accurate
information while respecting cultural, social and legal norms; avoid creating ooreiing

unfair bas; be built and tested for safety; be accountable to people; incorporate privacy
design principles; uphold high standards of scientific excellence; and be made available
for particular beneficial uses.

Conversely, Google is unique in eciplly identifying areas where it will not design or
deploy Al: technologies likely to cause harm (noting, however, the exception of where
GGKS o0SySTAla adzmaidlyldAalrtte 2dzigSAIAK GKS
principal purpose is to causgumy to peopletechnologies that gather or use information

for surveillance violating internationatgccepted norms; and technologies whose
purpose contravenes widely accepted principles of international law and human rights.
Download here

4. |1BM: Everyday Ethics for Al

Key words Developed by
Accountability; value alignmen IBM Sep 2018
explainability; fairness; user data rights

This document is targeted at designers and developers building and training Aivae he
areas of focus are accountability (designers should be responsible for considering the
implications of Al systems); value alignment (Al should be aligned with thesnanah
values of the user group); explainability (easily detectable and deamsaking processes

are understandable); fairness (minimize bias and promote inclusive representation); and
user data rights (protect user data and preserve user power over aaoglssses). Each
area is illustrated using the running example of an Abom virtual assistant/concierge

for a hotel chain with specified capabilities, and accompanied by concrete
recommendations for action, and guiding questions for reflection andréuaction.

Download here

5. IBM: Principles for Trust and Transparency
Key words Developed by Year |
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https://ai.google/principles/
https://www.ibm.com/watson/assets/duo/pdf/everydayethics.pdf

trust and transparency; augment hume IBM May
intelligence; data andnsights belong tc 2018
their creators; data privacy and securit

transparent, explainable and free bias

L.aQa O2NB LINARYyOALX Sa F2NJ ! L |

A

VR Teeltctelgl | VR Ay Of dzZRSY !LQa LidzN1L2asS A4
Trust and

intelligence and not to replace the human workforce;

data and insights belong to their creators and data

privacy and security is c@spondingly respecté and

new technology (including its use, purpose, and

workings) must be transparent, explainable and free of bias.

L.aQa 2¢y |OGA2ya Ay ffAYS HAGK GKSANI LINRY
recommendations for governments iight of these princifes.

Download here

Transparency

6. Microsoft Al Principles

Key words Developed by

Responsible Al; fairness; reliability a Microsoft Nov 2018
safety; privacy and security; inclusivene

transparency; and accountability

aAONRa2F0iQa !'L tNAYOALX Sa NB SyoO2YLI aaSR
aAONRaz2FiQa O2YYAUYSyd G2 'L RNAGSY o6& SGKA
principles listed arefairness; réiability and safety; privacy and security; inclusiveness;

OGN} yaLl NByOeT FyR | OO02dzyiloArfAated ¢KSAS | NB
/ 2YLIzG SR YR AYy &42YS aK2Nl @ARS2a®

The Office of Responsible Al (ORA) and the Al, Ethics, ands Bffdehgineeng and

Research (Aether) Committee are responsible for putting these principles into practice.

Specific actions taken by Microsoft include applying these principles to their own research

and work; helping other organisations develop respolesil; fosteing socially beneficial

Al applications; and providing operdyailable resources on responsible Al.

Download here

7. Orange:Human Inside

Key words Developal by

ethics; human rights; environment; reduc Orange Jan 2019
inequalities; responsibility; workplac

well-being

While Orange does not have a clearly defined framework of Al ethics, it emphasizes the
responsible use of Al, guided by its broad&rbf 2 a2 LIK& 2F &l dzYty LY &aARS
G2 Fff 2F Ada 62N] @ ! OO2NRAyYy 3 {ignisinednts F NI Y S
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https://www.ibm.com/blogs/policy/trust-principles/
https://www.microsoft.com/en-us/ai/responsible-ai?activetab=pivot1%3aprimaryr6

to be beneficial to individuals, communities and countries, empowering them to take
advantage of the digital world, whilbeingenvironmentally friendlyIn Al development

specifically, Orange maintains its focus on helping people by makihg At dz& S F dzt I YR
I O0SaaAotSe Ayy20lG4Aa2y GKIG O2tftl 02N GSa gAd
Download here

8. OpenAl Charter

Key words Developed by

broadly distributed benefits; lonrterm OpenAl Apr 2018
safety; technical leadership; cooperati

orientation

This charter describes the principles that OpenAl uses to carry outoits, which is

narrowly focused on Artificial General Intelligence (A@ith the broad objective of

Gl OGAYy3a Ay GKS o06Sald AyiSNBada 2F KdzYryrideéo
ethical principles.

The four principles are: broadly distrimg benefits for all humanity; lonagerm safety

paying attention to safety precautions; technical leadership; and cooperative orientation

through working with others and sharing (safety, policy and standards) resear

Download here

9. SAPGuiding Principles for Al

Key words Developed by Year
driven by values and laws; inclusive SAP Sep 2018
systems that empower humans and

augment talents, collaborative and

diverse process; reduce bias;

transparency and integrity; qualitynd

safety standards; data protection and

privacy

{1t Q& 3 dzleR fonfavela@idnyaaiiideployment of their Al software is designed
02 aKSEtLI 0KS 92NIR NHzy 0SGUSNI FYR AYLINRGS LJX
what is legallyequired and reflect discussions with multiple stakeholders. Unique among
the frameworks created by private tech firms, SAP frames its principles as actionable
items rather than abstract principles.

The principles are: being driven by values outlined internal documents and
international laws and preventing inappropriate use of their technology; designing
inclusive Al systems that seek to empower humans and augment their talents, through a
collabordive and diverse process; reduce bias through increpsiarkforce diversity and
investigating new technical methods; striving for transparency and integrity through
setting standards, clear communication and client control; upholding quality and safety
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https://www.orange.com/en/Human-Inside/Mag/Hello-I-am-AI.
https://openai.com/charter/

standards through testing and working closely with cuséosy and ensuring data
protection and privacy through adherence to regulation and research.

SAP also pledges to engage in debates about wider societal challenges, such as changing
nature of skills, rte of Al in care, and ethical issues, over which iihdato have less
control.

Download here

10. Tencentinstitute: The Ethics of Technology in the Intelligent AgReshaping Trust
in a Digital Society
Key wads Developed by Year \
trustworthiness; individual welbeing; Tencent Institute Jul 2019
social sustainability; open and inclusive,
reliable, understandable and controllabl
individual dgital weltbeing, narrowing
digital divide and preventing harm; right
to fulfilling employment ability to freely,
intelligently, and happily live and develo
inclusive and sustainable development

Ly GKAEA NBRPOSY( / KNP dmnssirsscnss eSmmA TEmmssm
institute outlined three dimensions of ethics fo AETER

Rt B Wiy 254 < HE

SOCIaIIy beneﬁClaieChnOlOgy. trustworthiness Of ﬁﬂﬁmﬂﬂa B RABRAT LabBR & A T A TEUEIBRES LEUERL
the technology; individual webeing; SoCial s ss. mmwsmn, ccosmmmnrarssmamrinmn.
sustainabilityl YR RS & ONK 0 S & At sommsmons smassammmmerem: ()
. s . . . . R, BUTHUASFNRRIESTEIEREAES R, TeEE  BEF—RALEE
ongoing initiatives in each dimension. EMENGTIRERT  SHFIRES. AVAE. O8N, BERA ReUR.
In the first dimension, technology systems ™" ™" Hesamamss
themselves must be available (implying opennessd ainclusiveness), reliable,
understandable and controllable. In the second dimension, technology muskisbin
harmony with humans and facilitate the achievemer personal satisfaction. Al must
guarantee individual digital welieing, narrowing the igital divide and preventing harm
and misuse; the right to fulfilling employment; and the ability to freely, intelligently, and
happily live and develop. In the thi dimension, Al should promote the inclusive and
sustainable development of the economy,csgty and healthcare. Its potential to
facilitate progress towards 2030 Sustainable Development Goals is particularly
highlighted.

Download here

11. Thales Grop: TrUE ARpproach

Key words Devebped by Year \

transparent; understandable; ethical Thales Group Jun 2019

CKFEfSaQ LIWINRIOK 2 'L gl a F2NydZ I 6SR gAi0K
AYAGALFOGADGS AY YAYR® ¢KS YIAYy 202SO0GAGS 2F ¢
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https://news.sap.com/2018/09/sap-guiding-principles-for-artificial-intelligence/
https://tech.qq.com/a/20190711/004971.htm
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more secure and efficient. To that end, Thales commitsdéveloping Al that is
transparent, where users can see the data used to arrive at a conclusion; understandable,
that can explain and justify the results and; ethical, that adheres to objectiaedstrds
protocols, laws, and human rights.

Download here

12. SenseTime and Shanghai Jiao Tong University for SDGs: Code of Ethics for Al
Sustainable Development

Key words Developed by

Al Ethics; responsible Al; sustainal SenseTime and Shanghai J June
society; inclusive culture; Al for soci Tong University Qing Yue 2020
good; data responbility; trustworthy Al Research Institute

an vmsmse  |ne Code of Ethics for Al Sustainable Development aims to
provide a guidance and governanmeharnessing Al to develop
a sustainable futurelt shaes its perspectives angractices to
CodeofEthicsfor - gchieve the UN Sustainable Development Goals §50@S
Al Sustainable |, pjicationpresensfour core valuesf sustainable Alncluding
Development ) \1han Technology, Shared Benefits, Integrated Development,
_ ..} andOpen Innovation.It alsodefines 12 principles for Agthics
* which aregroupedinto four categoriesas follows

1) Principles of Al Ethéc Respect, open dialogue and

inclusive cultureComply withrule oflaws,and regulations
Respect for ethics, culture and common virtéé for social good.

2) Principles of Al Benefiting Bgle: Sharing benefits and building an inclusive society
Address algathm bias Build a sustainable societiyopularize Al science.

3) Principles of Al Empowering Industries: Accountability;distfipline and safety
Protect personal data privacYake respnsibility for data Least privilege and data
de-identification.

4) Prindples of Trustworthy Al: Open innovation to make technology more reliable
Be inclusive to combat croéisdustrial challengeBe open for academic reseatch
Balance intellectual propertgights protection and open cooperation.

As a missiowriven stakenolder, SenseTimaogether with other partnersfocuses on
developing responsible Al technologies that advance ithplementation of achieving
SDGsThispublicationisone of its efforsanda live document to be updateperiodically
following rapid developnent of ethical and sustaiable Al technologiesor all.

Download here
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https://www.thalesgroup.com/en/group/journalist/press_release/thales-true-ai-approach-artificial-intelligence-be-unveiled-paris
https://oss.sensetime.com/20210305/a75c053e36e0f93607a769e2e098bee2/Code%20of%20Ethics%20for%20AI%20Sustainable%20Development.pdf
https://oss.sensetime.com/20210305/a75c053e36e0f93607a769e2e098bee2/Code%20of%20Ethics%20for%20AI%20Sustainable%20Development.pdf
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Civil Society

1. Amnesty International andAccess NowThe Toronto Declaration

Key words Developed by

human rights; right to equality and nen  Amnesty International and  May
discrimination; inclusion; diversity; Access Now 2018
equity; transparency; accountability;

multi-stakeholder

TheDeclaration is framed as a way to affirm the existing obligatic ™" W‘“j"j‘  Prtecing et
and reponsibilities of both states and private sector actors ™™
promote, protect and respect human rights, as applied to the fieldf
Al. As a corollary, in line with human rights law uggests also that
use of systems must be transparent, institutions must beld
accountable where they fail to protect rights, and also that a
discussions surrounding rights should be msitikeholder. ‘
While acknowledging that other rights are impactéy Al, the == i
declaration focuses on the right to equality and adiscrimiration. To protect this right,

the declaration states that all governments and private sector organizations are obligated
to prevent and mitigate discrimination risks and ensure adéguamedy in place, and
actively promote diversity and inclusion. For kactor, the declaration identifies a list of
steps that should be taken for them to be considered in line with the obligation to protect
human rights.

Download here

2. Association of Nordic EngineerB:2 NRA O 9y AA Yy KXFMiEsQ aG+FyR 2y L

Key words Developed by
Responsibilityaccountability Association of Nordic Sep2018
Transparencyaddressing bigdrust; Engineers (ANE)

avoiding harm ethis in engineering cooperation with the IT

education University of Copenhagen

On September 25th, 2018, the ANE in cooperation with the IT University of Copenhagen
2NEBFYAT SR 'y S KADRNRAIOO 1Syiaka2yyS SOWRION (afiS R/ Ra 2 ¥
SGKAOA T milgatises endideérssfrom five Nordic countries to collaborativel
develop a joint position based on practical experience and in conversation with current
debates on Al and ethics. Particijga discussed ethical ways of working with Al and
considered what they themselves would have liked to have when engaging with
devebping or implementing Al or what they would like to impart to their junior
colleagues. The resulting policy document includaedicy recommendations and
guidelines of ethical conduct for Al development and implementation.

Engineering plays an essentidlera building, sustaining, and improving the quality of life

for individuals in contemporary societieAs such.engineers e at the forefront of
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https://www.accessnow.org/the-toronto-declaration-protecting-the-rights-to-equality-and-non-discrimination-in-machine-learning-systems/

developing autonomous systems and adding machine intelligence to existing mechanisms
and processes. The mastandards and codes of conduct agree that one of the major
responsibilities of engineers is to promote positive outcomesskriety, and to limit
harm.

However, in a rapidly changing world, what comes to constitute a positive outcome, and
what could poentially cause harm, have become much more difficult to recognize. The
existing guidelines and standards often do not futlgieess the problems that engineers
face and the responsibilities they must take on in working with Al. As the stakes rise so
does he need for addressing the ethics of engineering in practice more directly.
Download here

3.Association of Nordic Engineergiddressing Ethical Dilemmas in Al: Listening to
Engineers b

Keywords Developed by Year
distributed responsibility, accountability, Association of Nordic 2021
governance, spaces for raising ethical Engineers (ANE), the Data

concerns, nodes of celitaty, Ethics ThinkDoTank

explainability, neblame culture, (DataHhics.eu), the Institute

oversight. of Electrical and Electronics

Engineers (IEEE) and
researchers from the
Department of Computer
Science athie University of
Copenhagen

In September 2020 engineers from across Europe and beyond came to¢ettreate

the reportbAddressing Ethical Dilemmas in Al: Listening to Engihééres report details
SYaAYSSNEQ ySSRa | yR t0Othe d&ENpment df ¢thical ukil A y 3
responsible Al. The standards and guidelines currently being developed are essential but
require processes that ensure their implementation. It is of paramount importance to
definespecializedesponsibilities and put inlace local and clearly determinethgctures

for accountability. Principles alone cannot guide our technology development. Engineers
stressed the need to better govern decisions about Al technologies in practice.

The main recommendations from the reportearPut in place a governance framework
and define and distribute the responsibilities; Engage with stakeholders during system
design; Develop and share standards and best practices for addressing ethical clsallenge
Create spaces to help engineers identiiscuss and deal with ethical issues; Create new
and better technical documentation and certification, and Push for explainability and
testing of Al systems before system launch and throughout the system difie. cy
Downloadhere

4. Association for Computing Machinergtatement on Algorithmic Transparency and
Accountability
Key words Developed by Year
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https://ipaper.ipapercms.dk/IDA/ane/report/
https://nordicengineers.org/wp-content/uploads/2021/01/addressing-ethical-dilemmas-in-ai-listening-to-the-engineers.pdf

transparency; awareness; access ar Association for Computing Jan 2017
redress; accountability; explanation; da Machinery (ACM)

provenance; auditability; validation an

testing

The statement is premised on the idea that institutions using Al
should be held to the saen standards of transparency and
accountability as institutions using human decisioaking, and is
O2yaradSyd eAGK GKS '/a /2RS 2F 910
suggested in the statement are more like criteria for the broader
principles of transparery and accountability. They are:
awareness of possible biases and their harms; accessibility of
algorithmic decisions and redress for harm caused; accountability
of institutions which use algorithms; explanation of algorithmic
decisionmaking; clarity of dta provenance; auditability; and
validation and testing, particularly against discrimination.

Download here

5. Al Now Institute at New York Uwersity: 2019 Report

Key words Developed by

Fairness, Safety and Security; Al Now Institute at New York 2019
University

2019 arow  The Report highlighted thabhe spread of algorithmic

Report = management technology in the workplace is increasing

the power asymmetry between workers and
employers. Al threatens not only to disproportionately
displace lowewage earners, but also to reduce wages,
job security, and other protegins forthose who need
| it most. Efforts to regulate Al systems are underway,
but they are beng outpaced by governmermtdoption
‘ 'L of Al systems to surveil and controlGrowing
investment in and development of Al has profound implications in areas ranging fr
climate change to the rights of healthcare patients to the future of geopolitics and
inequties being reinforced in regions in the global South.
Download here

6. Beijing Al Principles (Beijing Academy of Atrtificial Intelligence)

Key words Developed by

Do good; for humanity responsible; Beijing Academy ofrtificial May
control risks; ethical; diverse and inclusiv Intelligence (and officially 2019
open and share; use wisely and proper endorsed by Tsinghu
informed consent; education and trainini University, Peking Universit
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https://www.acm.org/binaries/content/assets/public-policy/2017_usacm_statement_algorithms.pdf
https://ainowinstitute.org/AI_Now_2019_Report.pdf

optimizing employment; harmony an Chinese Academy of 8oces,
cooperation; adaptation and moderatior and  Artificial  Intelligence

subdivision and implementation; lona¢ Industry Technolog)
term planning Innovation Strategic Alliance
etc.)

While the Al principles are not officiall
endorsed or accepted by the Chineg=te
government, the Beijing Academy of Al 2'3032‘5";?8:' Prnciples
backed by the Chinese Ministry of Scien

and Technology and the Beijing municip
government. The principles call for healt
developmett of Ald 1 2 & dzLILI2 NI (G KS O2yaidNHzOGA2Yy 27

FdzidzNB> FyR GKS NBFtATIFGAZ2Y 2F 0SYSTFAOAL §

principles for research and development; for use; and for governance. The principles are
extremely comprehensive but reads more as a list of principlest to position
themselves aguidelines for operationalization. Some of the principles also go beyond
ethical values, into policy recommendations.

For research and development, the principée: Al should do good (promote progress

of society and human civilization, promote sustainable development); be for humanity
(conform to human values and interests such as privacy, dignity, freedom, autonomy,
rights, and should not be used against humabsyesponsible (consider all risks and take
actions to reduce them); control risks (maturity, robustness, reliability, controllability;
security and safety); be ethical (trustworthy, fair, reduce discrimination; transparency,
explainability, predictabily, traceable, auditable, accountable); diverse and inclusive
(benefit as many as possible, especially those underrepresented); be open and share
(avoid monopolies, equal development opportunities)

For use, the principles are: use wisely and properly (@eeccording to intended
purpose and operators should understand the system); informed consent and redress
mechanisms; and education and training (stakeholders should be able to receive
education to help them adapt to the impact of Al).

For governance,hie piinciples are: optimizing employment (cautious attitude towards
promotion of Al applications that may have impact on employment; explorations on
humanAl coordination); harmony and cooperation (avoid Al race, share experience);
adaptation and moderatio (principles and policies should be actively adjusted to Al
development); subdivision and implementation (consider formulating more detailed
guidelines for certain fields of Al applications); ldagn planning (research on Artificial
General Intelligencandsuperintelligence should be encouraged).

Download here

7.Boston Global ForumAl Social Contract for the Al Agé
Key words Developed by Year

20 https://bostonglobalforum.org/highlights/sociatontractfor-the-ai-age/
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https://baip.baai.ac.cn/en
https://bostonglobalforum.org/highlights/social-contract-for-the-ai-age/

Responsibility; accessibility; integrit Boston Global Forum, AIWS Sep 2020
creativity; honesty; toleance; equality Michael Dukakis Institute,

World Leadership Allianee

Club de Madrid

The Social Contract for the Al Age seeks to build a+stakieholder, inclusive society in

all aspects of life across politics, gomarent, economics, business, and industry. The

Social Contract for the Al Age values creation, innovation, philanthropy, and mutual

respect. It seeks the right of freedom on, and access to, the Internet worldwitie.

Social Contract for the Al Age seeksrtake the world a locus of responsible interaction

I LI I OS 6KSNB SOSNE LISNE2yQa O2yiNRodziA2y A
knowledge and access to information, where no one is above the law, where money

cannot be used to subvert political press, and where integrity, knowledge, creativity,

honesty, and tolerance shape decisions and guide policy.

Download here

8. Data& Society Governing Artificial Inteligence Upholding Human Rights & Dignity
Key words Developed by
international human  rights; non Data & Society
discrimination; equality; politica

participation;  privacy; freedom o

expression

Oct 2018

This report proposes the use of a humarhtggbased framework

to provide normative guidance to those developing Al, in order
B e | for Al to benefit to the common good, where common good is
el \ | interpreted as upholding human dignity. The report analyses the
e e S impact of Al on five human rights areas throughceat news

Mk Latone e items: nondiscrimination, equality, political participation (which

. in turn implicates the right to setietermination and the right to
equal participation in political and public affairs), privacy,
freedom of expression, noting that many otheurman rights are

also affected by Al.

The report strongly recommends that the effects of Al on human rights should be
constantly monitoring, and that human rights should not be seen as an ethical preference
but asfundamental rights that should be enforcatirough law and regulation and
supported by market incentives, public awareness and activities and technological
innovation. For technology companies, it suggests that human rights consideration should
go beyondstatements and be integrated into producha@ design teams, including in
human rights impact assessments, test suites, and product design document. Finally, it
acknowledges that human rights laws and principles may not be equipped to address all
of the corcerns related to Al.

Download here

Data&Society .
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9. Future of Life Institute Asilomar Al Principles

Key words Developed by Year
Research goal; research funding; sceenc Future of Life Institute Jan 2017
policy link; research culture; race

avoidance; safety; failure transparency;

judicial transparency; responsibility; valt

alignment; human values; personal

privacy; liberty; shared benefit; shared

prosperity; humarcontrol; non

subversion; Al arms raceapability

caution; importance; risks; recursive sel

improvement; common good

This set of 23 principles is one of the leading initiati
calling for a responsible developmentAf, having been
signed by hundreds o$takeholders, with signatories
representing predominantly scientists, Al researche
and industry. Unlike other frameworks, its principles & fupre  asiomar Al PRINCIPLES
not limited to abstract ethical values, but also INClud g
within its prindgples how research and long&rm issies
should be guided by ethics. Principles range from brd
ethical values to fairly specific directives on particu
application areas. Each principle is accompanied b
single sentence of explanation, but not opgomalized.
The principles are also upie in addressing longg¢erm
issues related to the development of Artificial General Intelligence (AGI). Under research
issues, the principles are: research goal should be to create beneficial intelligence; funding
should also be directed to research emsig beneficial use of Al; a strong sciespudicy

link should exist; a culture of cooperation, trust and transparency should be fostered
among researchers; and corneutting on safety standards should be avoided.

Fa ethics and values, Al systems shobkdsafe; transparent when it fails; transparent
when used in judicial decisiemaking; have responsible stakeholders in designers and
builders; align with human values of dignity, rights, freedoms and cultural digersi
respect personal privacy; respedbdrty; benefit and empower as many people as
possible; create shared prosperity; be under human control; should not subvert social and
civic processes; and should not contribute to an arms race in lethal autononeaysows.

For longefterm issues, we shdd avoid strong assumptions regarding upper limits on
future Al capabilities; advanced Al and its risks should be planned for and managed with
care and appropriate resources; Al designed to-isaffrove or selreplicate must be
subject to strict safety ah control measures; and superintelligence should only be
developed in service of widelhared ethical ideals and for the benefit of humanity rather
than just one state or organization.

Download here
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10. Internet Society Artificial Intelligence and Machine Learning
Key words Developed by Year
Ethics; usecentric; interpretability; Internet Society Apr 2017
public empowerment; responsible
deployment; human control; safety;
privacy; security; accountability;
socioeconomic oportunities; open
governance; multstakeholder

The paper explains the basics of the technology behind Al,
identifies the key considerations and challenges surrounding
the technology, and provides several hitgvel principlesand
recommendations to follow when dealing with the technology.
The paper places ethical considerations (a wsstric
approach) as one among other guiding principles and
recommendations such as ensurilgK S a Ly § SNLINB Gl 0 A
systems; empowering # consumer; responsibility in the
deployment of Al systems (human control; safety; privacy;
security); ensuring accountability; and creating a social and

economic environment that is formed through the apeparticipation of different

stakeholders.

Download here

11. IEEEEthically Aligned Design

Key words Developed by

human rights; wetbeing; data agency; |IEEE Mar 2019
effectiveness; tragparency;

accountability; awareness of misuse; an

competence

Through an extensive process of public consultation, IEEE

formulated its approach to ethicalgligned design, with the

ultimate goal for Al systems teemain humarcentric, seving

KdzYl yAGeQa @FftdzSa yR SUKAOIET LINAYOALX Sa Iy
and the environment, beyond simply reaching functional goals

and addressing technical problems. The report summarizes its

32Kt & | OKAS@AY 3 wall-Beilzig bothdghg A | Q> 2 NJ KdzY | vy
individual and collective level. Other than listing abstract

principles, the report offers scientific/philosophical analysis

grounding for the principles and actionable recommendations for

standards and regulations. It is targetedt@chnologists, educat@rand policymakers.

The general principles identified are: protecting and promoting human rights; increased
well-being; data agency and control over personal identity; effectiveness and fitness of
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https://www.internetsociety.org/resources/doc/2017/artificial-intelligence-and-machine-learning-policy-paper/




















































































































































































































































