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Chapter 1: Introduction 
 
Artificial Intelligence1 (AI) has rapidly emerged in a context in which sustainable 
development has been the overarching goal of the international community. The United 
Nations has called upon governments to develop national strategies for sustainable 
development, incorporating policy measures to achieve the 2030 Agenda for Sustainable 
Development. While AI technologies may support breakthroughs in achieving the 
Sustainable Development Goals (SDGs), they may also have unanticipated consequences 
that will exacerbate inequalities and negatively impact individuals, societies, economies 
and the environment. 
 
AI implementation will need to be supported by a multi-disciplinary review to steer AI in 
a direction that will respect human rights and human dignity. AI strategies may necessarily 
include appropriate regulatory and multi-stakeholder frameworks. Policymakers and 
development practitioners are thus seeking to better understand and address any policy 
gaps to safeguard transparency, safety, human rights and ethical standards. At the same 
time, many technological advances are initiated in the private sector and academia. There 
are vital knowledge and experiences to share among all Science, Technology and 
Innovation (STI) stakeholders. In this context, recognition of the need for a multi-
stakeholder approach will be essential. 
 
The UN Technology Facilitation Mechanism (TFM) was created by the Addis Ababa Action 
Agenda to support the implementation of the SDGs and was launched with the 2030 
Agenda on Sustainable Development in September 2015. From the outset, the Division 
for Sustainable Development Goals DSDG/DESA has been serving as Secretariat for the 
άLƴǘŜǊŀƎŜƴŎȅ ¢ŀǎƪ ¢ŜŀƳ ƻƴ {ŎƛŜƴŎŜΣ ¢ŜŎƘƴƻƭƻƎȅ ŀƴŘ LƴƴƻǾŀǘƛƻƴ ŦƻǊ ǘƘŜ {5Dǎέ όIATT) and 
foǊ ǘƘŜ {ŜŎǊŜǘŀǊȅ DŜƴŜǊŀƭΩǎ ŀǇǇƻƛƴǘŜŘ άDǊƻǳǇ ƻŦ ƘƛƎƘ-level representatives of scientific 
ŎƻƳƳǳƴƛǘȅΣ ǇǊƛǾŀǘŜ ǎŜŎǘƻǊ ŀƴŘ ŎƛǾƛƭ ǎƻŎƛŜǘȅέ όмл-Member Advisory Group) to support the 
TFM. The two groups mobilize experts from within and outside the UN system for 
advancing the SDGs through Science, Technology and Innovation (STI) in various contexts. 
Since 2015, both groups have been coordinated and supported by DESA/DSDG (2015-
present), UNEP (2016-17) and UNCTAD (2018-present). Over the years, IATT membership 
has increased to include 45 UN entities and more than 120 active staff members ς an 
unprecedented level of cooperation on science and technology across the UN. 
 
The TFM facilitates multi-stakeholder collaboration and partnerships through the sharing 
of information, experiences, best practices, the development of practical guidance, joint 

 
1 While ǘƘŜǊŜ ƛǎ ƴƻ ƻƴŜ ǎƛƴƎƭŜ ŘŜŦƛƴƛǘƛƻƴ ƻŦ ΨŀǊǘƛŦƛŎƛŀƭ ƛƴǘŜƭƭƛƎŜƴŎŜΩ ό!LύΣ ǘƘƛǎ ǇǳōƭƛŎŀǘƛƻƴ ŘŜŦƛƴŜǎ !L ŀǎ ŀƴ 
ŜƴǎŜƳōƭŜ ƻŦ ŀŘǾŀƴŎŜŘ L/¢ǎ ǘƘŀǘ ŜƴŀōƭŜ άƳŀŎƘƛƴŜǎ ŎŀǇŀōƭŜ ƻŦ ƛƳƛǘŀǘƛƴƎ ŎŜǊǘŀƛƴ ŦǳƴŎǘƛƻƴŀƭƛǘƛŜǎ ƻŦ ƘǳƳŀƴ 
intelligence, including such features as perception, learning, reasoning, problem solving, language 
interactiƻƴΣ ŀƴŘ ŜǾŜƴ ǇǊƻŘǳŎƛƴƎ ŎǊŜŀǘƛǾŜ ǿƻǊƪέΦ ¢ƘŜ ŘŜŦƛƴƛǘƛƻƴ Ƙŀǎ ōŜŜƴ ǇǊƻǇƻǎŜŘ ōȅ ¦b9{/hΩǎ ²ƻǊƭŘ 
Commission on the Ethics of Scientific Knowledge and Technology (COMEST). 
 

https://sustainabledevelopment.un.org/tfm
https://sustainabledevelopment.un.org/index.php?page=view&type=400&nr=2051&menu=35
https://sustainabledevelopment.un.org/index.php?page=view&type=400&nr=2051&menu=35
https://sdgs.un.org/tfm/interagency-task-team
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activities at the country level, and policy advice for and among the Member States, civil 
society, the private sector, the scientific community, United Nations entities and other 
stakeholders.  
 
The TFM comprises four components: the IATT; the 10-Member Group of representatives 
from civil society, the private sector and the scientific community; the annual Multi-
stakeholder Forum on Science, Technology and Innovation for the SDGs (STI Forum); and 
the TFM online platform as a gateway for information on existing STI initiatives, 
mechanisms, and programs. The gateway serves as a Ψone-stop-shopΩ for information on 
science, technology and innovation that can contribute to achieving the SDGs, building 
partnerships and matchmaking. 
 
hƴŜ ƛƳǇƻǊǘŀƴǘ ŦŜŀǘǳǊŜ ƻǾŜǊ ǘƘŜ ƭŀǎǘ ŦƻǳǊ ȅŜŀǊǎΩ ƛƳǇƭŜƳŜƴǘŀǘƛƻƴ ƻŦ ǘƘŜ ¢Ca ƛǎ ǘƘŜ {¢L 
discussions that take place in a multi-stakeholder setting, departing from more traditional 
UN format. Member States and other key stakeholders highly appreciate this multi-
stakeholder approach, through the STI Forum as well as WSIS and the Internet 
Governance Forum The main purpose of this Reference Guide on AI Strategies is for the 
TFM community to respond to the interests of- and concern expressed by the 
stakeholders in STI Forum regarding AI related issues as well as to provide an overview of 
recent literature on global strategy to guide the development of AI to Member States. 
This document is not a technical guidebook on specific AI applications, but rather a 
άwŜǎƻǳǊŎŜ DǳƛŘŜέ ƻǊ άtǊƛƳŜǊέ Ƴŀƛƴƭȅ ŘƛǊŜŎǘŜŘ ǘƻǿŀǊŘǎ ǘƘŜ ŘƛǇƭƻƳŀǘƛŎ ŎƻƳƳǳƴƛǘȅ ŀƴŘ 
other policy makers who are involved in setting the global agenda on AI, with the aim of 
promoting more meaningful deliberations on AI-related resolutions. The diplomatic 
community is invited to share this Resource Guide with line ministries from their capitals.  
  
This document is a continuation of the work on the STI for SDGs Roadmaps2 focusing on 
one specific area: AI strategy development. Unlike the Guidebook on Roadmaps, this 
Reference Guide is not about άƘƻǿ ǘƻ ŘŜǾŜƭƻǇ !L ǎǘǊŀǘŜƎƛŜǎέ ōǳǘ ŀ ŎƻƭƭŜŎǘƛƻƴ ƻŦ ƪŜȅ 
references that can provide a global overview of discussions on AI Ethics, technical 
standards, and examples of national strategies. A subsequent version of the AI Guidebook 
is planned that will focus on assessment of AI impacts and guiding principles of how to 
respond. This Reference Guide comprises three main chapters on AI: Ethical Principles 
and Impacts; Technical Standards and International strategies; and National Strategies.3 

 
2 See: https://sustainabledevelopment.un.org/tfm#roadmaps  
3 Citations for this chapter:  
ECOSOC High-level Political Forum on Sustainable Development. (2019, May 29). Multi-stakeholder forum 

on science, technology and innovation for the Sustainable Development Goals: summary by the 
co-chairs. Retrieved from 
https://www.un.org/ga/search/view_doc.asp?symbol=E/HLPF/2019/6&Lang=E  

UNDESA. (2019, May 14). Session 1: Emerging Technology Clusters and The Impact Of Rapid Technological 
Change On The SDGs. Sustainable Development Knowledge Platform. Retrieved from 

 

https://sustainabledevelopment.un.org/tfm#roadmaps
https://www.un.org/ga/search/view_doc.asp?symbol=E/HLPF/2019/6&Lang=E
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Chapter 2: Ethics of AI 
 

Introduction 

As a general-purpose technology, AI has profound implications for individuals, societies, 
economies, and the environment. To ǳƴƭƻŎƪ !LΩǎ ǇƻǘŜƴǘƛŀƭ ǘƻ ŀŎŎŜƭŜǊŀǘŜ SDG 
achievement, while managing risks, it is important to understand how societies are 
transformed by disruptive technology.  
 
This work needs to be accompanied by ethical reflection. AI applications are not value 
neutral. They have influenced human-technology relations in both beneficial and harmful 
ways. In a remarkable example, AI was used to generate some of the earliest alerts about 
the COVID-19 outbreak4 by routinely scanning hundreds or thousands of governmental 
and media data sources in multiple languages. Yet the evolution of AI already has posed 
significant new ethical concerns and challenges. It is widely known that AI systems may 
incorporate biases, due to the data on which they are trained as well as the choices made 
by developers while designing AI algorithms to interpret this data. Further, AI-based 
decision-making processes are not always fully explainable and predictable, and thus can 
be difficult to understand and redress.5  
 
Chapter 2 highlights the ethical implications of AI and ways to address them, through the 
role and work of the UN system. 
 

Ethical implications of AI  

AI-based technologies blur the boundary between human subjects and technological 
objects.6 The application of AI not only has societal implications, which can be ethically 

 
https://sustainabledevelopment.un.org/index.php?page=view&type=20000&nr=5516&menu=29
93 . 

UNDESA. (n.d.). Technology Facilitation Mechanism Workstream 10: Analytical work on emerging 
technologies and the SDGs. Sustainable Development Knowledge Platform. Retrieved from 
https://sustainabledevelopment.un.org/index.php?page=view&type=12&nr=3335 

 
4 Using artificial intelligence to help combat COVID-19, OECD, 23 April 2020, https://read.oecd -
ilibrary.org/view/? ref=130_130771-3jtyra9uoh&title=Using-artificial -intelligence-to-help-combat-
COVID-19 
5 ¢ƘŜ Ψ.ƭŀŎƪ-.ƻȄΩ ǇǊƻōƭŜƳ ƻŦ !L ǎȅǎǘŜƳǎΣ ǳƴŘŜǊǎǘƻƻŘ ŀǎ ǘƘŜ ƻǇŀŎƛǘȅ ƛƴ Ƙƻǿ !L ǎȅǎǘŜƳǎ ƳŀƪŜ ŘŜŎƛǎƛƻƴǎΣ 
raises concerns regarding transparency and accountability in automated decision-making. Several 
solutions, both technical and operational, have been proposed to address transparency in the use of 
automated decision-making and generating explanations for why the decisions have been taken. For more 
details on action being taken by governments, the private sector and academia to address the black-box 
problem of AI, see page 79-81 of the ¦b9{/h ǊŜǇƻǊǘ ά{ǘŜŜǊƛƴƎ !L ŀƴŘ !ŘǾŀƴŎŜŘ L/¢ǎ ŦƻǊ YƴƻǿƭŜŘƎŜ 
{ƻŎƛŜǘƛŜǎέ  
6 For a more detailed treatment of the subject/object distinction from a philosophy of technology 
perspective, see UNESCO COMEST report on Robotics Ethics, available here: 
https://unesdoc.unesco.org/ark:/48223/pf0000253952.  

https://sustainabledevelopment.un.org/index.php?page=view&type=20000&nr=5516&menu=2993
https://sustainabledevelopment.un.org/index.php?page=view&type=20000&nr=5516&menu=2993
https://sustainabledevelopment.un.org/index.php?page=view&type=12&nr=3335
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evaluated, but also affects the central categories of ethics: the concepts of 
agency,7responsibility and our value frameworks. 
 
The increasing autonomy of AI systems raises the question of who should bear ethical 
and/or legal responsibility for outcomes based on AI systems. An example of this is life 
and death decisions arrived at by autonomous vehicles.  
 
Autonomous decision-making by AI systems may interfere with moral agency and our 
understanding of it. For instance, online platforms and search companies rely on content 
personalization for targeted advertising, interpreting data about ŀƴ ƛƴŘƛǾƛŘǳŀƭΩǎ ǇǊƛƻǊ 
interests and engagement in order to tailor news feeds and advertisements.  
Studies have suggested that the more accurately a recommendation engine pegs our 
interests, the faster it traps us in an information bubble. One effect is knƻǿƴ ŀǎ ΨŜŎƘƻ 
ŎƘŀƳōŜǊǎΩς AI algorithms that ǊŜƛƴŦƻǊŎŜ ǳǎŜǊǎΩ ƛƴǘŜǊŜǎǘǎ ǘƘǊƻǳƎƘ ǊŜǇŜŀǘŜŘ ŜȄǇƻǎǳǊŜ ǘƻ 
content based on their prior beliefs. !ƴƻǘƘŜǊ ŜŦŦŜŎǘ ƛǎ ΨŦƛƭǘŜǊ ōǳōōƭŜǎΩΣ ǿƘƛŎƘ ƴŀrrows the 
scope of content users are exposed to. This leads to communicating with conforming 
viewpoints, further consuming similar content and not being exposed to other ideas. Such 
ΨŦƛƭǘŜǊ ōǳōōƭŜǎΩ ŀƴŘ ΨŜŎƘƻ ŎƘŀƳōŜǊǎΩ may ƭƛƳƛǘ ŀƴ ƛƴŘƛǾƛŘǳŀƭΩǎ right to access reliable 
information and to form opinions freely: a necessary foundation for individuals to 
exercise freedom of expression. This AI business model also may facilitate the spread of 
disinformation, hate speech or incitement to violence, with dangerous consequences for 
peaceful and democratic societies. The logic of the social media business models and AI 
ranking systems has had a harmful impact on the news media, further weakening press 
freedom and the rights to freedom of expression and access to information.8 Similar 
consequences are seen in the field of culture, where advertainments are individually 
tailored to the point where they may impede opening the creative horizon.  
 
Another disruptive potential of AI systems is on moral frameworks. Not only do AI systems 
have societal effects that can be ethically evaluated, but they also affect the very ethical 
frameworks we use to evaluate them. For instance, AI-powered care robots might change 
what people value in caregiving and AI-powered teaching systems might affect criteria for 
good teaching and education.  
 
Digital transformation is happening at a moment where increased inequalities of income 
and opportunities are at their highest levels in decades9, within and between countries. 
These technologies may be contributing to deepening such inequalities, while a few firms 
and a handful of countries own the largest share of these technologies. This can change 
the landscape beyond recognition.  
 

 
7 In general terms, an agent is a being with the capacity to act, ŀƴŘ ΨŀƎŜƴŎȅΩ ŘŜƴƻǘŜǎ ǘƘŜ ŜȄŜǊŎƛǎŜ ƻǊ 
manifestation of this capacity.  
8 UNESCO. 2020. Reporting Facts: Free From Fear or Favour, 
https://unesdoc.unesco.org/ark:/48223/pf0000375061  
9 http://www.oecd.org/social/inequality.htm 

https://unesdoc.unesco.org/ark:/48223/pf0000375061
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Core elements in the AI Ψlife cycleΩ will determine who participateǎ ŀƴŘ ǿƘƻ ŘƻŜǎƴΩǘΦ This 
aspect is seen in the key issue of data governance: including data collection, data 
ƻǿƴŜǊǎƘƛǇΣ Řŀǘŀ ǎƘŀǊƛƴƎ ŀƴŘ Řŀǘŀ ŀŎŎŜǎǎΦ 5ŀǘŀ ƛǎ ǘƘŜ ŎƻǊŜ ΨǊŀǿ ƳŀǘŜǊƛŀƭΩ of AI that allows 
countries and firms to advance new solutions and products. Data is highly concentrated 
and there is no shared international governance framework. The skills needed for data 
mining and the development of models and algorithms are also highly concentrated. 
There is thus an essential link between the governance of AI and data. 
 
Member States have recognized that a multi-stakeholder AI ethical framework will be 
needed to address the many ethical challenges of AI. A short list includes the pace of 
technological innovation on the digital divide; the risks of creating new forms of 
exclusions; biases embedded within algorithms, including gender biases; the protection 
of privacy and personal data; the disruption of governance models; the issues of just 
distribution of benefits and risks; impacts on employment and the future of work; human 
rights and dignity; transparency, accountability, responsibility; security and risks arising 
out of dual-use of technology. These and other issues are further addressed in the 
publications listed at the end of this chapter. 
 

Call for an ethical approach to the development and use of AI 

Because of its profound social implications, many organizations and governments are 
concerned about the ethical implications of AI. This is seen in the large number of reports 
on AI and ethics, as well as regional and national initiatives that have articulated principles 
and values to guide the development and use of AI systems.10 But the practical 
governance of AI, as a distributed technology, is being spread across numerous 
institutions, organizations, and private companies. An overall good governance 
framework for AI thus requires a pluralistic, multidisciplinary, multicultural, and multi-
stakeholder approach. Alongside a professional understanding of AI technologies, a 
deeper ethical reflection is now called for in order to address fundamental questions 
about what type of future we want for humanity.  
 

United Nations work on addressing ethical implications of AI 

The UN Secretary-General has underlined a need to ensure that AI becomes a force for 
good. The UN ǎȅǎǘŜƳǎΩ ǿƻǊƪ on ethics of AI builds on a long history of engagement with 
ethical concerns related to the development and use of information and communication 
technologies (ICTs).  

The international human rights framework formed the basis of the 2003 World Summit 
ƻƴ ǘƘŜ LƴŦƻǊƳŀǘƛƻƴ {ƻŎƛŜǘȅΩǎ ό²{L{ύ DŜƴŜǾŀ 5ŜŎƭŀǊŀǘƛƻƴ ƻŦ tǊƛƴŎƛǇƭŜǎΣ ǎǘŀǘƛƴƎ ǘƘŀǘ άthe 
use of ICTs and content creation should respect human rights and fundamental freedoms 
of others, including personal privacy, and the right to freedom of thought, conscience, 

 
10 Annex II provides a links to several global, regional and national initiatives on the ethical implications of 
AI. Annex I provides summaries of some of these initiatives.  
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and religion in conformity with relevant international instruments. έThe Geneva Plan of 
!ŎǘƛƻƴΣ ŀŘƻǇǘŜŘ ŀǘ ǘƘŜ нлло ²{L{ {ǳƳƳƛǘΣ ƛŘŜƴǘƛŦƛŜŘ ǘƘŜ ά9ǘƘƛŎŀƭ ŘƛƳŜƴǎƛƻƴǎ ƻŦ ǘƘŜ 
LƴŦƻǊƳŀǘƛƻƴ {ƻŎƛŜǘȅέ ŀǎ ƻƴŜ ƻŦ ŜƛƎƘǘŜŜƴ !Ŏǘƛƻƴ [ƛƴŜǎ ƛƴ ǿƘich governments, civil society 
entities, businesses and international organizations could work together.11  
 
The UN and the individual institutions within its system have been active in addressing 
challenges related to development, implementation and use of AI.12 
 
In August 2018, the UN Special Rapporteur for the promotion and protection of the right 
to freedom of opinion and expression, David Kaye, released his report on the implications 
of artificial intelligence (AI) technologies for human rights. The report presents a 
framework for a human rights-based approach to these new technologies, with a 
particular focus on freedom of expression and opinion, privacy and non-discrimination.13 

 
In May 2019, the UN System Chief Executives Board for Coordination (CEB) adopted a UN 
system-wide strategic approach and roadmap for supporting capacity development on AI. 
It outlines an internal plan to support capacity development efforts related to AI 
technologies, especially for developing countries, with a particular emphasis on the 
ΨōƻǘǘƻƳ ōƛƭƭƛƻƴΩΣ ƛƴ ǘƘŜ ŎƻƴǘŜȄǘ ƻŦ ŀŎƘƛŜǾƛƴƎ ǘƘŜ {5DǎΦ Lǘ Ƙŀǎ ŀ ǎǇŜŎƛŦƛŎ ŎƻƳƳƛǘƳŜƴǘ ǘƻ 
maintain strong ethical and human rights guardrails, ensuring that AI developments do 
not exceed the capacity to protect society, particularly marginalized, vulnerable and the 
poorest populations, including women and girls. 
 
The Secretary-DŜƴŜǊŀƭΩǎ IƛƎƘ-ƭŜǾŜƭ tŀƴŜƭ ƻƴ 5ƛƎƛǘŀƭ /ƻƻǇŜǊŀǘƛƻƴΩǎ нлмф ǊŜǇƻǊǘ ά¢ƘŜ !ƎŜ 
ƻŦ 5ƛƎƛǘŀƭ LƴǘŜǊŘŜǇŜƴŘŜƴŎŜέ and the Secretary-DŜƴŜǊŀƭΩǎ άwƻŀŘƳŀǇ ŦƻǊ digital 
ŎƻƻǇŜǊŀǘƛƻƴέ14, launched on 11 June 2020, present actions and recommendations on how 
the international community could work together to optimize the use of digital 
technologies and mitigate the risks. Recommendation 3C is specifically devoted to AI and 
provides a clear ground for a multi-stakeholder cooperation in ensuring that AI becomes 
a force for good understanding the risks at hand. As outlined in the Roadmap, the 
Secretary-General has proposed to establish a multi-stakeholder advisory body on global 
AI cooperation to provide guidance to himself and the international community on AI that 
is trustworthy, human-rights based, safe and sustainable and promotes peace. 
 
In 2015, UNESCO Member States committed to promoting human rights-based ethical 
reflection, research and public dialogue on the implications of new and emerging 

 
11 For more information see:  
 http://www.itu.int/net/wsis/docs/geneva/official/poa.html#c10 
12 Annex I provides some past, ongoing and future initiatives related, either directly or indirectly, to the 
ethical, legal and social implications of AI within the UN system. 
13 https://www.ohchr.org/EN/Issues/FreedomOpinion/Pages/ReportGA73.aspx 
14 https://www.un.org/en/digital-cooperation-panel/ 
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technologies and their potential societal impacts, with the adoption of the Internet 
Universality framework and the associated R.O.A.M principles.15 
 
In November 2019, UNESCO was given a mandate by its 193 Member States to start the 
process of elaborating an international standard-setting instrument on the ethics of AI, in 
the form of a recommendation.16 The process of elaborating the Recommendation 
provides an opportunity for Member States to discuss and agree upon principles and 
recommended policy actions as ethical and human rights guardrails for the design, 
development and deployment of AI. It also addresses the concerns of developing 
countries, the benefit of present and future generations, the 2030 Sustainable 
Development Agenda, gender and racial bias, inequalities between and within countries, 
and leaving no one behind.  
 
The first draft of the Recommendation draws on the ongoing work of the UN Secretary-
DŜƴŜǊŀƭΩǎ IƛƎƘ-Level Panel on Digital Cooperation, particularly as it relates to its 
Recommendation 3C on identifying commonalities among the existing set of AI ethics 
principles. It also links with other related processes and initiatives within the UN system 
on the ethics oŦ !LΣ ƛƴŎƭǳŘƛƴƎ L¢¦Ωǎ !L ŦƻǊ DƻƻŘ Dƭƻōŀƭ {ǳƳƳƛǘΣ ǘhe Human Rights CouncilΩs 
ǊŜǎƻƭǳǘƛƻƴ ƻƴ ά¢ƘŜ ǊƛƎƘǘ ǘƻ ǇǊƛǾŀŎȅ ƛƴ ǘƘŜ ŘƛƎƛǘŀƭ ŀƎŜέΣ ŀƴŘ ƻǘƘŜǊǎΦ  
 
The draft Recommendation, to be put before UNESCO Member States at the 41st General 
Conference in 2021, will provide a foundation to support AI ethics-related work across 
the UN system.17 

 
15 An acronym for Human Rights, Openness, Accessibility to all, and Multistakeholder participation 
16 Lƴ ǘƘŜ ŎƻƴǘŜȄǘ ƻŦ ¦b9{/hΣ ǊŜŎƻƳƳŜƴŘŀǘƛƻƴǎ ŀǊŜ ƛƴǎǘǊǳƳŜƴǘǎ ƛƴ ǿƘƛŎƘ άǘƘŜ DŜƴŜǊŀƭ /ƻƴŦŜǊŜƴŎŜ 
formulates principles and norms for the international regulation of any particular question and invites 
Member States to take whatever legislative or other steps may be required in conformity with the 
constitutional practice of each State and the nature of the question under consideration to apply the 
ǇǊƛƴŎƛǇƭŜǎ ŀƴŘ ƴƻǊƳǎ ŀŦƻǊŜǎŀƛŘ ǿƛǘƘƛƴ ǘƘŜƛǊ ǊŜǎǇŜŎǘƛǾŜ ǘŜǊǊƛǘƻǊƛŜǎέ ό!ǊǘƛŎƭŜ мόōύ ƻŦ ¦b9{/hΩǎ wǳƭŜǎ ƻŦ 
Procedure concerning recommendations to Member States and international conventions covered by the 
terms of Article IV, paragraph 4, of the Constitution). 
17 Citations for this chapter:  
Hu, X., Neupane, B., Echaiz, L. F., Sibal, P., & Rivera Lam, M. (2019). Steering AI and advanced ICTs for 

knowledge societies: a Rights, Openness, Access, and Multi-stakeholder Perspective. UNESCO 
Publishing. Retrieved from https://unesdoc.unesco.org/ark:/48223/pf0000372132 

McDonald, H. (2020, August 04). Home Office to scrap 'racist algorithm' for UK visa applicants. The 
Guardian. Retrieved from https://www.theguardian.com/uk-news/2020/aug/04/home-office-to-
scrap-racist-algorithm-for-uk-visa-applicants 

Microsoft deletes massive face recognition database. (2019, June 07). BBC News. Retrieved from 
https://www.bbc.com/news/technology-48555149 

New Zealand. (2020, July). Algorithm Charter for Aotearoa New Zealand. Retrieved from 
https://data.govt.nz/assets/data-ethics/algorithm/Algorithm-Charter-2020_Final-English-1.pdf 

Schlosser, M. (2019, October 28). Agency. The Stanford Encyclopedia of Philosophy (Winter 2019). 
Retrieved from https://plato.stanford.edu/entries/agency/ 

 

https://unesdoc.unesco.org/ark:/48223/pf0000372132
https://plato.stanford.edu/entries/agency/
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Key References   
The following is a summary of some publications related to AI ethics and principles 
available online. 
 

International Organizations 

1. European Commission for the Efficiency of Justice: European Ethical Charter on the 
Use of AI in Judicial Systems  

Key words Developed by Year 

fundamental rights; non-discrimination; 
security; transparency, impartiality, 
fairness; user control 

CoE CEPEJ Dec 2018 

 
Acknowledging the potential of AI to improve the efficiency 
and quality of justice, the charter describes five principles to 
guide the ethical use of AI specifically in judicial systems, 
with a focus on processing data and decisions. 
The five principles are: respect for fundamental rights; non-
discrimination; quality and security (use certified sources 
and intangible data with models conceived in a multi-
disciplinary manner, in a secure technological 
environment); transparency, impartiality and fairness; and 
άǳƴŘŜǊ ǳǎŜǊ ŎƻƴǘǊƻƭέ όŜƴǎǳǊŜ ǘƘŀǘ ǳǎŜǊǎ ŀǊŜ ƛƴŦƻǊƳŜŘ ŀŎǘƻǊǎ 
and in control of their choice). Each principle is also supported by more concrete 
recommendations.  

 
Special Address by Antonio Guterres, Secretary-General of the United Nations. (2020, January 23). World 

Economic Forum. Retrieved from https://www.weforum.org/events/world-economic-forum-
annual-meeting-2020/sessions/special-address-by-antonio-guterres-secretary-general-of-the-
united-nations-1 

UNESCO. (2020). Records of the General Conference, 40th session, Paris, 12 November-27 November 
2019, volume 1: Resolutions. Retrieved from 
https://unesdoc.unesco.org/ark:/48223/pf0000372579.nameddest=37 

¦b{DΩǎ IƛƎƘ-level Panel on Digital Cooperation. (2019). The Age of Digital Interdependence. Retrieved 
from https://www.un.org/en/pdfs/DigitalCooperation-report-for%20web.pdf   

Weise, K., & Singer, N. (2020, June 10). Amazon Pauses Police Use of Its Facial Recognition Software. The 
New York Times. Retrieved from https://www.nytimes.com/2020/06/10/technology/amazon-
facial-recognition-backlash.html 

World Commission on the Ethics of Scientific Knowledge and Technology. (2017). Report of COMEST on 
robotics ethics. UNESCO. Retrieved from https://unesdoc.unesco.org/ark:/48223/pf0000253952 

WSIS. (2003, December 12). Declaration of Principles: Building the Information Society: a Global Challenge 
in the New Millennium. World summit on the information society. Retrieved from 
https://www.itu.int/net/wsis/docs/geneva/official/dop.html 

 

https://unesdoc.unesco.org/ark:/48223/pf0000372579.nameddest=37
https://www.un.org/en/pdfs/DigitalCooperation-report-for%20web.pdf
https://www.nytimes.com/2020/06/10/technology/amazon-facial-recognition-backlash.html
https://www.nytimes.com/2020/06/10/technology/amazon-facial-recognition-backlash.html
https://unesdoc.unesco.org/ark:/48223/pf0000253952
https://www.itu.int/net/wsis/docs/geneva/official/dop.html
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The document also includes a study on the existing uses of AI in judicial systems, covering 
questions about limitations; a description of potential uses of AI in European judicial 
ǎȅǎǘŜƳǎΤ ŀƴŘ ŀ ŎƘŜŎƪƭƛǎǘ ŦƻǊ ƛƴǘŜƎǊŀǘƛƴƎ ǘƘŜ ŎƘŀǊǘŜǊΩǎ ǇǊƛƴŎƛǇƭŜǎ ƛƴǘƻ ǇǊƻŎŜǎǎƛƴƎ ƳŜǘƘƻŘǎΦ  
Download here 
 
2. European Group on Ethics in Science and New Technologies: Statement on Artificial 
LƴǘŜƭƭƛƎŜƴŎŜΣ wƻōƻǘƛŎǎ ŀƴŘ Ψ!ǳǘƻƴƻƳƻǳǎΩ {ȅǎǘŜƳǎ  

Key words Developed by Year 

human dignity; autonomy; responsibility; 
justice, equity, solidarity; democracy; rule 
of law and accountability; security, safety, 
bodily and mental integrity; data 
protection and privacy; sustainability 

European Group on Ethics in 
Science and New 
Technologies 

Mar 2018 

 
This statement highlights key ethical questions and considerations relating to AI and 
proposes a set of fundamental ethical principles, based on the values laid down in the EU 
Treaties and the EU Charter of Fundamental Rights, which can guide the development of 
AI. It adopts a rather different approach from other similar documents, framing its 
principles heavily in terms of human rights and democratic principles.  
The principles within the statement are: respect for human dignity (limit to use of 
algorithms to affect individuals and right to know and decide whether one is interacting 
with a machine), autonomy (beƛƴƎ ŀōƭŜ ǘƻ ǎŜǘ ƻƴŜΩǎ ƻǿƴ ǎǘŀƴŘŀǊŘǎ ŀƴŘ ƭƛǾŜ ŀŎŎƻǊŘƛƴƎ ǘƻ 
them, being able to intervene in autonomous systems); responsibility (AI should only be 
developed in ways that serve social good); justice, equity, and solidarity (equal access to 
technologies and their benefits, as well as data collection and surveillance); democracy 
(decisions about AI should be the result of democratic debate, value pluralism and 
diversity of opinions must not be jeopardized by technologies); rule of law and 
accountability (right to redress, liability); security, safety, bodily and mental integrity 
(physical safety, robustness, emotional safety, especially in fields such as cybersecurity 
and finance); data protection and privacy (right to be free from technologies that 
influence personal development and to be free from surveillance); and sustainability 
(environmental friendliness).  
The statement concludes by calling for a common, internationally recognized ethical and 
legal framework for the design, production, use and governance of artificial intelligence, 
ǊƻōƻǘƛŎǎΣ ŀƴŘ ΨŀǳǘƻƴƻƳƻǳǎΩ ǎȅǎǘŜƳǎΦ 
Download here 
 
3. European High-Level Expert Group on AI: Ethics Guidelines for Trustworthy AI  

Key words Developed by Year 

Trustworthy AI; lawful; ethical; robust; 
human agency and oversight; technical 
robustness and safety; privacy and data 
governance; transparency; diversity, non-

European High-Level Expert 
Group on AI 

Apr 2019 

https://rm.coe.int/ethical-charter-en-for-publication-4-december-2018/16808f699c
http://lefis.unizar.es/wp-content/uploads/EGE_Artificial-Intelligence_Statement_2018.pdf
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discrimination and fairness; societal and 
environmental well-being; accountability 

 
The European High-[ŜǾŜƭ 9ȄǇŜǊǘ DǊƻǳǇ ƻƴ !L ŎǊŜŀǘŜŘ ǘƘŜ ŎƻƴŎŜǇǘ ƻŦ Ψ¢ǊǳǎǘǿƻǊǘƘȅ !LΩ in 
response to a mandate to draft ethics guidelines for AI systems that are human-centric, 
with a goal of improving human welfare and freedom. The report provides examples of 
opportunities and critical concerns raised by AI, and emphasizes that striving towards 
trustworthy AI concerns not only the trustworthiness of the AI system itself but also all 
actƻǊǎ ŀƴŘ ǇǊƻŎŜǎǎŜǎ ǘƘŀǘ ŀǊŜ ǇŀǊǘ ƻŦ ǘƘŜ ǎȅǎǘŜƳΩǎ ǎƻŎƛƻ-technical context throughout its 
entire lifecycle. To this end, trustworthy AI should be lawful, respecting all applicable laws 
and regulations; ethical, respecting ethical principles and values; and robust, both from a 
technical perspective while taking into account its social environment. 
The Guidelines put forward a set of seven requirements that AI systems should meet in 
order to be deemed trustworthy, accompanied by a specific assessment list to verify the 
trustworthiness of any AI system. The key requirements are human agency and oversight; 
technical robustness and safety; privacy and data governance; transparency; diversity, 
non-discrimination and fairness; societal and environmental well-being; and 
accountability. 
Download here 
 
4. ICDPPC: Declaration on Ethics and Data Protection in AI  

Key words Developed by Year 

human rights and fairness, accountability, 
transparency and intelligibility, 
responsible development and deployment 
and respect for privacy, empowerment of 
individuals and opportunities for public 
engagement, reduction of biases and 
discrimination; multi-stakeholder 

The International Conference 
of Data Protection and Privacy 
Commissioners (ICDPPC) 

Oct 2018 

 
Written and sponsored by eighteen data protection and privacy commissioners across the 
world, the declaration fundamentally aims to preserve human rights in the development 
of AI. Its guiding principles include respect for human rights and fairness, constant 
monitoring and accountability, transparency and intelligibility, responsible development 
and deployment and respect for privacy, empowerment of individuals and opportunities 
for public engagement, reduction of biases and discrimination. It also suggests several 
concrete mechanisms for achieving each principle.   
The declaration concludes that common governance principles on AI must be established 
on the basis of a multi-stakeholder approach at an international level.  
Download here 

 
5.ILO: World Employment and Social Outlook (WESO) 2021: The role of digital labour 
platforms in transforming the world of work  

https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trustworthy-ai
https://edps.europa.eu/sites/edp/files/publication/icdppc-40th_ai-declaration_adopted_en_0.pdf
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Key words Developed by Year 

Digital platform ILO Feb 2021 

 
The report examines how digital labour platforms are 
transforming the world of work and the implications 
of that transformation for employers and workers. It 
draws on the findings of ILO surveys conducted 
among some 12,000 workers in 100 countries around 
the world working on freelance, contest-based, 
competitive programming and microtask platforms, 
and in the taxi and delivery sectors. It also draws on 
interviews conducted with representatives of 70 
businesses of different types, 16 platform companies 
and 14 platform worker associations around the 
world in multiple sectors. 
The report calls for international policy dialogue and 
coordination to ensure regulatory certainty and the 
applicability of universal labour standard and lays 
down 15 recommendations on how to ensure that 
digital labour platforms provide decent work 
opportunities and fair competition.  
Download here. 
 
6. OECD: OECD Principles on AI  

Key words Developed by Year 

inclusive growth, sustainable 
development and well-being; rule of law, 
human rights, democratic values and 
diversity; transparency and 
understandability; robust, secure and 
safe; accountable 

OECD May 2019 

 
The OECD Principles on Artificial Intelligence promote 
artificial intelligence (AI) that is innovative and 
trustworthy and that respects human rights and 
democratic values. They were adopted in May 2019 
by member countries when they approved the OECD Council Recommendation on AI.  
The OECD AI Principles are the first such principles signed up to by governments. Beyond 
OECD members, other countries including Argentina, Brazil, Costa Rica, Malta, Peru, 
Romania and Ukraine have adhered to the AI Principles, with further adherents 
welcomed. The OECD AI Principles provided the basis for the G20 AI Principles endorsed 
by Leaders in June 2019. 
There are five principles: AI should benefit people and the planet by driving inclusive 
growth, sustainable development and well-being; AI systems should be designed to 

https://www.ilo.org/wcmsp5/groups/public/---dgreports/---dcomm/---publ/documents/publication/wcms_771749.pdf
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respect rule of law, human rights, democratic values and diversity; there should be 
transparency and responsible disclosure to ensure understandability; AI systems must 
function in a robust, secure and safe way throughout their life cycles and potential risks 
should be continually assessed and managed; and organizations and individuals 
developing, deploying or operating AI systems should be held accountable. The OECD also 
provides five recommendations to governments on: facilitating investment in AI research 
and development; fostering a digital ecosystem for AI data, compute and knowledge; 
shaping an enabling policy environment for AI; building human capacity and preparing for 
labour market transformation; and co-operating internationally in a multi-stakeholder 
manner.  
Download here 

 
7.The Institute for Ethical Al: Recruitment AI has a Disability Problem: questions 
employers should be asking to ensure fairness in recruitment  

Key words Developed by Year 

Fairness; accessibility; 
inclusion  

The Institute for Ethical Al Sep 202O 

 
This publication advocates for fairness in Recruitment AI for people with disabilities. 
Fairness in Recruitment have thus far received little attention as Artificial Intelligence (AI) 
technologies have the potential to dramatically impact the lives and life chances of people 
with disabilities seeking employment and throughout their career progression. 
This white paper details the impacts to and concerns of disabled employment seekers 
using AI systems for recruitment and provides recommendations on the steps employers 
can take to ensure innovation in recruitment is also fair to all users. In doing so, it shows 
that making systems fairer for disabled employment seekers ensures systems are fairer 
for all. 
Download here  

 
8. United Nations: Secretary-DŜƴŜǊŀƭΩǎ wƻŀŘƳŀǇ ŦƻǊ 5ƛƎƛǘŀƭ /ƻƻǇŜǊŀǘƛƻƴ 

Key words Developed by Year 

Digitalization; inclusive growth; 
sustainable development; human rights; 
global cooperation 

United- Nations May 2020   

 

http://www.oecd.org/going-digital/ai/principles/
https://osf.io/preprints/socarxiv/emwn5/
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The Roadmap for Digital Cooperation is the result of a 
multi-year, multi-stakeholder, global effort to address a 
range of issues related to the Internet, artificial 
intelligence, and other digital technologies, and was 
presented by the UN Secretary-General on 11 June 2020. 
The Roadmap builds on recommendations made by the 
High-level Panel on Digital Cooperation in their June 2019 
report.  
To meet the call to connect, respect, and protect the 
online world, the action-oriented Roadmap presents the 
Secretary-GenerŀƭΩǎ ǊŜŎƻƳƳŜƴŘŀǘƛƻƴǎ ŦƻǊ ŎƻƴŎǊŜǘŜ ŀŎǘƛƻƴ 
by diverse stakeholders that would enhance global digital 
cooperation in 8 key areas: (1) Achieving universal 

connectivity by 2030; (2) Promoting digital public goods to unlock a more equitable world; 
(3) Ensuring digital inclusion for all, including the most vulnerable; (4) Strengthening 
digital capacity building; (5) Ensuring the protection of human rights in the digital era; (6) 
Supporting global cooperation on artificial intelligence; (7) Promoting digital trust and 
security; (8) Building a more effective architecture for digital cooperation. 
Download here 

 
9. UNESCO: Culture, Platforms and Machines: The Impact of AI on the Diversity of 
Cultural Expressions  

Key words Developed by Year 

non-biased and non-discriminatory; 
gender equality; transparent and 
explainable; auditable and accountable 

UNESCO Nov 2018 

 
The report to the Intergovernmental Committee for the 
Protection and Promotion of the Diversity of Cultural 
Expressions reaffirms the importance of an ethical framework 
for AI and highlights the role of the creative sector in 
understanding how this framework should look like. The 
ultimate objective, the report suggests, is that AI systems should 
be socially beneficial.  
To this end, the report echoes existing documents that selection 
of data and design of algorithms should be non-biased and non-
discriminatory; promote gender equality; and be as transparent and explainable as 
possible. Their creators should also be concretely auditable and held accountable.  
The report is unique in its focus on fostering inclusivity and diversity of expression, 
emphasizing that AI should not homogenize cultural expressions but rather should be 
used to provide better access to varied expressions and promote perspectives of 
traditionally marginalized groups.  
Download here 

https://www.un.org/en/content/digital-cooperation-roadmap/
https://en.unesco.org/creativity/sites/creativity/files/12igc_inf4_en.pdf
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National Governments18 

1. Australia Department of Industry, Innovation and Science: AustraƭƛŀΩǎ 9ǘƘƛŎǎ 
Framework  

Key words Developed by Year 

Human, social and environmental well-
being; human-centered values; human 
rights; diversity; autonomy; fairness; 
inclusive; accessible; discrimination; 
privacy protection and security; reliability 
and safety; transparency and 
explainability; contestability; 
accountability 

Department of Industry 
Innovation and Science 

Nov 2019 

 
The ethics principles were developed following public consultation on a discussion paper. 
The principles are meant to be aspirational and used together with existing AI-related 
regulations. It is suggested that the principles can help anyone designing, developing, 
integrating or using AI to achieve better outcomes; reduce the risk of negative impact; 
and practice the highest standards of ethical business and good governance, but the 
framing of the principles seems to target AI developers and business users. It is 
noteworthy that contestability is noted as a principle in its own right as other frameworks 
frequently include it under accountability.  
The principles are: human, social and environmental wellbeing; human-centered values 
(human rights, diversity, autonomy); fairness (inclusive, accessible, no unfair 
discrimination); privacy protection and security (privacy rights, data protection, data 
security); reliability and safety (operate in accordance with their intended purpose); 
transparency and explainability; contestability (timely process to allow people to 
challenge the use or output of the AI system); and accountability (human responsibility 
and oversight).  
Download here 
 
2.Chinese National Governance Committee for AI: Governance Principles for a New 
Generation of AI  

Key words Developed by Year 

harmony and friendliness; fairness and 
justice; inclusivity and sharing; open and 
orderly competition; privacy; secure/safe 
and controllable; shared responsibility; 
open collaboration; agile governance  

Chinese National Governance 
Committee for AI 

Jun 2019 

 

 
18 The Following list is a summary of known examples and may not be fully comprehensive.   

https://www.industry.gov.au/data-and-publications/building-australias-artificial-intelligence-capability/ai-ethics-framework/ai-ethics-principles
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The Governance Committee for AI, linked 
to the Ministry of Science and Technology, 
ƻǳǘƭƛƴŜŘ ŜƛƎƘǘ ǇǊƛƴŎƛǇƭŜǎ ǘƻ άǇǊƻƳƻǘŜ ǘƘŜ 

healthy development of a new generation of AI; better coordinate the relationship 
between development and governance, ensure that AI is safe/secure, reliable, and 
controllable; promote economically, socially, and ecologically sustainable development; 
and jointly build a community of common destiny for huƳŀƴƛǘȅέΦ ¢ƘŜ ǇǊƛƴŎƛǇƭŜǎ ŀǊŜ ǾŜǊȅ 
comprehensive and is similar to the Beijing AI Principles. 
The principles are: harmony and friendliness (enhance common well-being of humanity, 
conform to human values, promote human-machine harmony, safeguard societal security 
and respect human rights, prohibit malicious application); fairness and justice (eliminate 
bias and discrimination, promote equality of opportunity); inclusivity and sharing (green 
development, coordinated development for disadvantaged groups and regions, 
strengthen AI education, avoid monopolies, open and orderly competition); respect 
privacy (right to know and right to choose, redress mechanisms); secure/safe and 
controllable (transparency, explainability, reliability, and controllability, auditability, 
supervisability, traceability, and trustworthiness, robustness); shared responsibility 
(adhere to laws, regulations, ethics, standards and norms, accountability, consider risks 
and impacts); open collaboration (exchanges across disciplines and regions; launch 
international cooperation; broad consensus on international AI governance framework); 
and agile governance (ethical development of AI while not hindering innovation, research 
potential future risks and ensure that AI moves in a direction beneficial to society). 
Download original text here  
(Official text can be downloaded here). 
 
3. French Data Protection Authority: How Can Humans Keep the Upper Hand? Report 
on the Ethical Matters Raised by AI Algorithms 

Key words Developed by Year 

fairness; continued attention and 
vigilance; requirement for human 
intervention; intelligibility, transparency 
and accountability 

French Data Protection 
Authority (CNIL) 

Dec 2017 

 
The report is the result of public debate organized by the Authority, 
involving over 60 partners. The debate identified six main ethical 
issues, derives several guiding principles, and concludes with 
practical policy recommendations. The ethical challenges identified 
are: threat to autonomy and free will; bias, discrimination and 
exclusion; diminishing collective principles which are the basis of our 
societies; collection and retention of personal data; which and how 
much data should be used; and hybridization of humans and 
machines, of which the threat to collective principles and 
hybridization are unique.  

http://most.gov.cn/kjbgz/201906/t20190617_147107.htm
https://www.chinadaily.com.cn/a/201906/17/WS5d07486ba3103dbf14328ab7.html
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Two foundational principles and two engineering principles are identified: fairness 
(should not generate or aggravate any form of discrimination, even if unintentional); 
continued attention and vigilance (not only to specific applications but at a systemic 
level); reconsidering the requirement for human intervention (ensure that multi-
stakeholders human deliberation governs and guides the use of algorithms and its 
effects); and intelligibility, transparency and accountability.  
Download here 
 
4.Japan Government: Social Principles of Human-Centric AI  

Key words Developed by Year 

dignity; inclusion and diversity; 
sustainability; human-centric; human 
rights; expand human abilities; happiness; 
prevent overreliance and malicious use; 
human autonomy and control; user-
friendliness; education; eliminate 
disparities; privacy; accuracy and 
legitimacy; security; risk management; fair 
competition; fairness, accountability and 
transparency; discrimination; dialogue; 
trust; innovation; collaboration; quality 
and reliability; accessible data 

Government of Japan Apr 2019 

 
Released by the Cabinet Office, these principles follow 
ǘƘŜ ǇǳōƭƛŎŀǘƛƻƴ ƻŦ WŀǇŀƴΩǎ !L ǎǘǊŀǘŜƎȅΦ ¢ƘŜ ǇǊƛƴŎƛǇƭŜǎΣ 
ǘƻƎŜǘƘŜǊ ǿƛǘƘ ƛƴŘƛǾƛŘǳŀƭ ƻǊƎŀƴƛȊŀǘƛƻƴǎΩ ǇǊƛƴŎƛǇƭŜǎ ƻŦ !L 
development and utilization, are structured as the 
foundation of a pyramid, supporting the vision of an AI-
ready society and ultimately a philosophy of dignity 
(prevent overreliance, allow humans to demonstrate 
their capacities), diversity and inclusion, and 
sustainability (reduce social disparities, build sustainable societies). Most of the principles 
are broad ethical values, but education; fair competition; and innovation are more policy 
recommendations. 
The social principles of AI are: human-centric (human rights, expand human abilities, 
pursue happiness, prevent overreliance and malicious use, human autonomy, user-
friendliness); education (eliminate disparities in AI literacy, including understanding of 
bias, fairness and privacy issues); privacy (protect freedom, dignity and equality, accuracy 
and legitimacy, human control); security (risk management, sustainability); fair 
competition (no dominant position); fairness, accountability and transparency (no 
discrimination, appropriate explanations, opportunities for dialogue, mechanism to 
secure trust in AI); and innovation (collaboration; quality and reliability; accessible data) 
Download here 
 

https://www.cnil.fr/sites/default/files/atoms/files/cnil_rapport_ai_gb_web.pdf
https://www.cnil.fr/sites/default/files/atoms/files/cnil_rapport_ai_gb_web.pdf
https://www8.cao.go.jp/cstp/stmain/aisocialprinciples.pdf
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5. Mission Villani: For a Meaningful Artificial Intelligence 

Key words Developed by Year 

transparency and auditability; protection 
of rights and freedoms; accountability and 
responsibility; diversity and inclusivity; 
and political debate transparency and 
auditability  

Mission Villani Mar 2018 

 
This report lays the foundations for a French strategy in the AI 
field. The report discusses topics relating to data, the field of 
AI research, the impact of AI on the economy and 
employment. Ethics of AI are specifically explored in Part 5 of 
the document, but Parts 4 and 6 also touch on environmental 
concerns and inclusivity and diversity, which are considered 
by many other frameworks to be part of ethical values. It 
should also be noted that establishing an ethical framework is 
one of the three main commitments for France (alongside 
betting on French talent and pooling assets).  
Within the specific section on ethics, ethical issues such as 

explainability, bias and autonomy are discussed and explained with examples. Five 
principles are suggested as a basis for a future ethical framework: transparency and 
auditability; protection of rights and freedoms; accountability and responsibility; diversity 
and inclusivity; and political debate. On the basis of these principles, the strategy suggests 
opening the black box (ensuring explainability, addressing equity, bias and discrimination, 
developing auditing systems, research into accountability); considering ethics from the 
design stage (ethics training for AI researchers, discrimination impact assessment, 
considering collective rights to data); staying in control (in applications in policing and 
autonomous weapons); and specific governance of ethics in AI.  
Download here 
 
6. Norwegian Data Protection Authority: Artificial Intelligence and Privacy  

Key words Developed by Year 

privacy; data protection; fairness; purpose 
limitation; data minimization; transparent 

The Norwegian Data 
Protection Authority 

Jan 2018 

 
The report focuses on challenges in AI relevant to the data protection 
principles embodied in the General Data Protection Regulation (GDPR). 
It also highlights how data protection authorities may be able to address 
any harms caused by AI and offers recommendations to protect these 
principles for different stakeholders. The target group for this report 
consists of people who work with, or are interested in, AI. 
The four principles identified from the GDPR are: fairness and 
discrimination; purpose limitation (to whatever user has consented to, 

https://www.aiforhumanity.fr/pdfs/MissionVillani_Report_ENG-VF.pdf
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in public interest; data minimization (amount and nature of data used); and transparency 
and the right to information (and right to explanation). 
Download here 
 
7. Smart Dubai: AI Principles and Ethics  

Key words Developed by Year 

ethics; fair; transparent; accountable; 
understandable; security; safe; serve and 
protect humanity; beneficial to humanity; 
aligned with human values; inclusiveness; 
global governance; respect dignity and 
rights. 

Smart Dubai19 Jan 2019 

 
The Smart Dubai office aims to have these four 
non-binding, high level statements become a 
common foundation for industry, academic and 
individuals navigating the world of AI. Each 
principle contains sub-principles, each in turn 
further detailed by operationalizing statements.  
The four principles are ethics, making AI systems 
fair, accountable, as explainable as technically possible, and transparent; security, 
ensuring that AI systems are safe, secure and controllable by humans, and not able to 
autonomously hurt, destroy or deceive humans; humanity, planning for a future in which 
AI systems become increasingly intelligent, and giving AI systems human values and 
making them beneficial to society; and inclusiveness, promoting human values, freedom 
and dignityΤ ǊŜǎǇŜŎǘƛƴƎ ǇŜƻǇƭŜΩǎ ǇǊƛǾŀŎȅΤ ǎƘŀǊƛƴƎ ǘƘŜ ōŜƴŜŦƛǘǎ ƻŦ !L ǘƘǊƻǳƎƘƻǳǘ ǎƻŎƛŜǘȅΤ 
and governing AI as a global effort. 
The ethics principle has also been developed into the Dubai AI Ethics Guidelines, which is 
accompanied by the Ethical AI Toolkit offers tangible recommendations on how to create 
AI systems that adhere to the ethics principle. 
Download here 
 
8. Singapore Personal Data Protection: Discussion Paper on Artificial Intelligence 

Key words Developed by Year 

accountability; trust; understanding; 
explainable; transparent; fair; human-
ŎŜƴǘǊƛŎΤ ōŜƴŜŦƛŎŜΤ ΨŘƻ ƴƻ ƘŀǊƳΩ 

Personal Data Protection 
Commission Singapore 

Jun 2018 

 

 
19 Smart Dubai, https://www.smartdubai.ae/about-us 

https://www.datatilsynet.no/en/regulations-and-tools/reports-on-specific-subjects/ai-and-privacy/
https://smartdubai.ae/initiatives/ai-principles
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This paper presents the Singapore Personal Data Protection 
/ƻƳƳƛǎǎƛƻƴ όt5t/ύΩǎ ǇǊŜƭƛƳƛƴŀǊȅ ŀƴŀƭȅǎƛǎ ƻŦ ǎƻƳŜ ƻŦ ǘƘŜ ƛǎǎǳŜǎ 
pertinent to the commercial development and adoption of AI solutions. 
The paper proposes an accountability-based framework for discussing 
ethical, governance and consumer protection issues related to the 
commercial deployment of AI, particularly for issues relevant to 
personal data protection. The four-stage framework operationalizes 
how broad principles can be adopted by stakeholders. It is targeted at 
the private sector, to encourage them to develop their own voluntary governance 
ŦǊŀƳŜǿƻǊƪǎΣ ŀƴŘ ǎǘǊŜǎǎŜǎ ǘƘŀǘ ŀƴȅ ƎƻǾŜǊƴŀƴŎŜ ǎƘƻǳƭŘ ōŜ ΨƭƛƎƘǘ-ǘƻǳŎƘΩ ŀƴŘ ƴƻǘ 
prescriptive. 
The principles for responsible AI, which aim to promote trust and understanding in AI, 
are: decisions made by or with the assistance of AI should be explainable, transparent 
(including accountability) and fair (avoid discrimination); and AI systems, robots and 
decisions made using AI should be human-centric (confer benefits, should not cause 
harm, tangible benefits should be identified and communicated, safety).  
The four stages of the framework are: identifying the objectives of a governance 
framework; selecting appropriate organizational governance measures; considering 
consumer relationship management processes; and building a decision-making and risk 
assessment framework. 
Download here 

 
9. The White House Office of Science and Technology Policy (OSTP): Principles for the 
Stewardship of AI Applications  

Key words Developed by Year 

trust; public awareness; integrity; 
autonomy; flexibility; fairness and non- 
discrimination; transparency; safety 

The White House Office of 
Science and Technology 
Policy (OSTP) 

Jun 2020 

 
The White House Office of Science and Technology Policy (OSTP), 
United States, published on January 2020, describes key 
Principles for the Stewardship of AI Applications. The principles 
are embedded within a memorandum for the heads of executive 
departments and agencies on guidance for regulation of AI 
applications. The memorandum is careful to emphasize the need 
to encourage innovation and growth by minimizing the 
regulatory burden, and this attention to minimized regulation is 
reiterated throughout the description of every principle.  

The principles are: public trust in AI (privacy, individual rights, autonomy, civil liberties); 
public participation and awareness; scientific integrity and information quality (quality, 
transparency, compliance, bias mitigation, appropriate uses, predictable, reliable and 
optimized outcomes ); risk assessment and management; benefits and costs (full societal 
costs and benefits, distributional effects, comparison to alternative); flexibility 
(performance-based, adaptable); fairness and non-discrimination; disclosure and 

https://www.pdpc.gov.sg/-/media/Files/PDPC/PDF-Files/Resource-for-Organisation/AI/Discussion-Paper-on-AI-and-PD---050618.pdf
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transparency; safety and security (confidentiality, integrity, availability of information, 
systemic resilience, preventing malicious use); and interagency coordination (sharing 
experiences while protecting privacy, liberties and American values). 
Download here 

 
10. UK House of Lords: AI in the UK: ready, willing and able?  

Key words Developed by Year 

common good; benefit of humanity; 
intelligibility; fairness; data rights and 
privacy; flourish; autonomous power to 
hurt, destroy or deceive human beings 

UK House of Lords Apr 2018 

 
This report introduces artificial intelligence, including its 
definition and history, describes the design and development 
process for AI, highlighting ethical issues related to data control 
and transparency, and discusses the impact of AI on various 
sectors, such as education and healthcare. 
The report suggests the development of a core set of widely 
recognized ethical principles. As a starting point, five 
overarching principles suggested are: AI should be developed 
for the common good and benefit of humanity; AI should 
operate on principles of intelligibility and fairness; AI should not 
be used to diminish the data rights or privacy of individuals, 
families or communities; all citizens have the right to be 

educated to enable them to flourish mentally, emotionally and economically alongside 
AI; and the autonomous power to hurt, destroy or deceive human beings should never be 
vested in artificial intelligence. 
The section ends by acknowledging that many other organizations are preparing their 
own ethical codes of conduct, but that the government should work towards wider 
awareness and coordination and develop a cross-sector ethical code of conduct with 
sector-ǎǇŜŎƛŦƛŎ ǾŀǊƛŀƴǘǎΣ ŀƴ Ψ!L ŎƻŘŜΩΣ ǿƘƛŎƘ ŎƻǳƭŘ ǇǊƻǾƛŘŜ the basis for statutory 
regulation if it is deemed necessary. 
Download here 
 
 

Private Sector 

1. ArmBlueprint: Arm AI Trust Manifesto   
Key words Developed by Year 

Security; eliminate discriminatory bias; 
explainability; human safety 

Arm Ltd Nov 2019 

 

https://www.whitehouse.gov/wp-content/uploads/2020/01/Draft-OMB-Memo-on-Regulation-of-AI-1-7-19.pdf
https://publications.parliament.uk/pa/ld201719/ldselect/ldai/100/100.pdf
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The Arm AI Trust Manifesto developed by Arm 
Ltd, outlines six principles for trust in A.I 
systems. The main objective of the manifesto 

is to ensure that these principles and ethics considerations are incorporated into the key 
design principles for AI products, services, and components. At present, there is no 
defining set of practices to follow. Therefore, Arm Ltd calls for an industry-wide effort to 
define and standardize a set of practices that can be adopted by anyone deploying AI 
technologies. 
The main principles are: AI systems should employ state of the art security; discriminatory 
bias should be eliminated in designing and developing AI decision systems; technological 
approaches should be developed to help AI systems record and explain their results; Users 
of AI systems should have a right to know who is responsible for the consequences of AI 
decision making; Human safety must be the primary consideration in the design of any AI 
system; people from all backgrounds should be supported to develop the skills needed 
for an AI world.  
Download here  
 
2. DeepMind Ethics & Society Principles  

Key words Developed by Year 

privacy, transparency and fairness; AI 
morality and values; governance and 
ŀŎŎƻǳƴǘŀōƛƭƛǘȅΤ !L ŀƴŘ ǘƘŜ ǿƻǊƭŘΩǎ ŎƻƳǇƭŜȄ 
challenges; misuse and unintended 
consequences; and economic impact: 
inclusion and equality 

DeepMind Oct 2017 

 
It is important to note that the following are not principles that DeepMind has committed 
to, but rather research areas that are being explored. These thematic areas are a creation 
ƻŦ ŀƴ ƛƴŘŜǇŜƴŘŜƴǘ ǊŜǎŜŀǊŎƘ ǳƴƛǘ ƻŦ 5ŜŜǇaƛƴŘΣ ŀ ǎǳōǎƛŘƛŀǊȅ ƻŦ DƻƻƎƭŜΩǎ Ǉŀrent company 
Alphabet Inc. The preamble to the principles highlights that ethical standards and safety 
ŀǎ ŀ ǇǊŜǊŜǉǳƛǎƛǘŜ ǘƻ ŦƛƴŘƛƴƎ !LΩǎ ǇƻǘŜƴǘƛŀƭ ōŜƴŜŦƛǘǎΣ ŀƴŘ ǎǘŀǘŜǎ 5ŜŜǇaƛƴŘΩs belief that AI 
should be used for socially beneficial purposes and always remain under human control.  
The thematic areas are: privacy, transparency and fairness; AI morality and values; 
ƎƻǾŜǊƴŀƴŎŜ ŀƴŘ ŀŎŎƻǳƴǘŀōƛƭƛǘȅΤ !L ŀƴŘ ǘƘŜ ǿƻǊƭŘΩǎ ŎƻƳǇƭŜȄ ŎƘŀƭƭŜƴƎŜs; misuse and 
unintended consequences; economic impact and inclusion and equaliǘȅΦ ¢ƘŜ ƭŀǎǘ ŀǊŜŀΩǎ 
focus on the economic/employment impact is unique among private firms.  
Download here 
 

 
3. Google: AI at Google: Our Principles 

Key words Developed by Year 

https://www.arm.com/blogs/blueprint/arm-ai-trust-manifesto#:~:text=The%20Arm%20AI%20Trust%20Manifesto,-download&text=Arm%20would%20like%20to%20see,not%20allow%20AI%20to%20succeed
https://deepmind.com/about/ethics-and-society
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socially beneficial; public availability of 
information; avoid bias; safety; 
accountable; privacy; scientific excellence  

Google Jun 2018 

 
DƻƻƎƭŜΩǎ !L ǇǊƛƴŎƛǇƭŜǎ ŀǊŜ ōŀǎŜŘ ƻƴ ǘƘŜ ƻōƧŜŎǘƛǾŜ ƻŦ Ŏreating technologies that solve 
important problems and help people in tƘŜƛǊ Řŀƛƭȅ ƭƛǾŜǎΦ DƻƻƎƭŜΩǎ ǇǊƛƴŎƛǇƭŜǎ ǎŜǘ ƻǳǘ ǘƘŜƛǊ 
commitment to responsible development of technology and identify specific application 
areas which it will not pursue. 
Google commits to developing AI applications based on the following objectives be 
socially beneficial and facilitate the public availability of high-quality and accurate 
information while respecting cultural, social and legal norms; avoid creating or reinforcing 
unfair bias; be built and tested for safety; be accountable to people; incorporate privacy 
design principles; uphold high standards of scientific excellence; and be made available 
for particular beneficial uses.  
Conversely, Google is unique in explicitly identifying areas where it will not design or 
deploy AI: technologies likely to cause harm (noting, however, the exception of where 
άǘƘŜ ōŜƴŜŦƛǘǎ ǎǳōǎǘŀƴǘƛŀƭƭȅ ƻǳǘǿŜƛƎƘ ǘƘŜ ǊƛǎƪǎύΤ ǿŜŀǇƻƴǎ ƻǊ ƻǘƘŜǊ ǘŜŎƘƴƻƭƻƎƛŜǎ ǿƘƻǎŜ 
principal purpose is to cause injury to people; technologies that gather or use information 
for surveillance violating internationally-accepted norms; and technologies whose 
purpose contravenes widely accepted principles of international law and human rights. 
Download here 
 
 
4. IBM: Everyday Ethics for AI  

Key words Developed by Year 

Accountability; value alignment; 
explainability; fairness; user data rights 
 

IBM Sep 2018 

 
This document is targeted at designers and developers building and training AI. The five 
areas of focus are accountability (designers should be responsible for considering the 
implications of AI systems); value alignment (AI should be aligned with the norms and 
values of the user group); explainability (easily detectable and decision-making processes 
are understandable); fairness (minimize bias and promote inclusive representation); and 
user data rights (protect user data and preserve user power over access and uses). Each 
area is illustrated using the running example of an AI in-room virtual assistant/concierge 
for a hotel chain with specified capabilities, and accompanied by concrete 
recommendations for action, and guiding questions for reflection and future action.  
Download here 
 
5. IBM: Principles for Trust and Transparency  

Key words Developed by Year 

https://ai.google/principles/
https://www.ibm.com/watson/assets/duo/pdf/everydayethics.pdf
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trust and transparency; augment human 
intelligence; data and insights belong to 
their creators; data privacy and security; 
transparent, explainable and free of bias 

IBM May 
2018 

 
L.aΩǎ ŎƻǊŜ ǇǊƛƴŎƛǇƭŜǎ ŦƻǊ !L ŀǊŜ ǘǊǳǎǘ ŀƴŘ ǘǊŀƴǎǇŀǊŜƴŎȅΣ 
ŀƴŘ ƛƴŎƭǳŘŜΥ !LΩǎ ǇǳǊǇƻǎŜ ƛǎ ǘƻ ŀǳƎƳŜƴǘ ƘǳƳŀƴ 
intelligence and not to replace the human workforce; 
data and insights belong to their creators and data 
privacy and security is correspondingly respected; and 
new technology (including its use, purpose, and 

workings) must be transparent, explainable and free of bias.  
L.aΩǎ ƻǿƴ ŀŎǘƛƻƴǎ ƛƴ ƭƛƴŜ ǿƛǘƘ ǘƘŜƛǊ ǇǊƛƴŎƛǇƭŜǎ ŀǊŜ ŀƭǎƻ ƭƛǎǘŜŘΣ ŀƴŘ ǘƘŜƛǊ ǇƻƭƛŎȅ 
recommendations for governments in light of these principles.  
Download here 
 
6. Microsoft AI Principles  

Key words Developed by Year 

Responsible AI; fairness; reliability and 
safety; privacy and security; inclusiveness; 
transparency; and accountability 

Microsoft Nov 2018 

 
aƛŎǊƻǎƻŦǘΩǎ !L tǊƛƴŎƛǇƭŜǎ ŀǊŜ ŜƴŎƻƳǇŀǎǎŜŘ ǳƴŘŜǊ ǘƘŜ ǘŜǊƳ άwŜǎǇƻƴǎƛōƭŜ !Lέ ŀƴŘ ƛǎ 
aƛŎǊƻǎƻŦǘΩǎ ŎƻƳƳƛǘƳŜƴǘ ǘƻ !L ŘǊƛǾŜƴ ōȅ ŜǘƘƛŎŀƭ ǇǊƛƴŎƛǇƭŜǎ ǘƘŀǘ Ǉǳǘ ǇŜƻǇƭŜ ŦƛǊǎǘΦ ¢ƘŜ ǎƛȄ 
principles listed are: fairness; reliability and safety; privacy and security; inclusiveness; 
ǘǊŀƴǎǇŀǊŜƴŎȅΤ ŀƴŘ ŀŎŎƻǳƴǘŀōƛƭƛǘȅΦ ¢ƘŜǎŜ ŀǊŜ ŜƭŀōƻǊŀǘŜŘ ǳǇƻƴ ƛƴ ǘƘŜ ōƻƻƪ ǘƘŜ άCǳǘǳǊŜ 
/ƻƳǇǳǘŜŘέ ŀƴŘ ƛƴ ǎƻƳŜ ǎƘƻǊǘ ǾƛŘŜƻǎΦ 
The Office of Responsible AI (ORA) and the AI, Ethics, and Effects in Engineering and 
Research (Aether) Committee are responsible for putting these principles into practice. 
Specific actions taken by Microsoft include applying these principles to their own research 
and work; helping other organisations develop responsible AI; fostering socially beneficial 
AI applications; and providing openly-available resources on responsible AI.  
Download here 
 
7. Orange: Human Inside  

Key words Developed by Year 

ethics; human rights; environment; reduce 
inequalities; responsibility; workplace 
well-being 

Orange  Jan 2019 

 
While Orange does not have a clearly defined framework of AI ethics, it emphasizes the 
responsible use of AI, guided by its broader pƘƛƭƻǎƻǇƘȅ ƻŦ άIǳƳŀƴ LƴǎƛŘŜέΣ ǿƘƛŎƘ ƛǘ ŀǇǇƭƛŜǎ 
ǘƻ ŀƭƭ ƻŦ ƛǘǎ ǿƻǊƪΦ !ŎŎƻǊŘƛƴƎ ǘƻ ǘƘƛǎ ŦǊŀƳŜǿƻǊƪΣ hǊŀƴƎŜΩǎ ǘŜŎƘƴƛŎŀƭ ŎƻƴǘǊƛōǳǘion is meant 

https://www.ibm.com/blogs/policy/trust-principles/
https://www.microsoft.com/en-us/ai/responsible-ai?activetab=pivot1%3aprimaryr6
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to be beneficial to individuals, communities and countries, empowering them to take 
advantage of the digital world, while being environmentally friendly. In AI development 
specifically, Orange maintains its focus on helping people by making AI ŀ άǳǎŜŦǳƭ ŀƴŘ 
ŀŎŎŜǎǎƛōƭŜέ ƛƴƴƻǾŀǘƛƻƴ ǘƘŀǘ ŎƻƭƭŀōƻǊŀǘŜǎ ǿƛǘƘ ƳŀƴΦ 
Download here 
 
8. OpenAI Charter 

Key words Developed by Year 

broadly distributed benefits; long-term 
safety; technical leadership; cooperative 
orientation  
 

OpenAI Apr 2018 

 
This charter describes the principles that OpenAI uses to carry out its work, which is 
narrowly focused on Artificial General Intelligence (AGI), with the broad objective of 
άŀŎǘƛƴƎ ƛƴ ǘƘŜ ōŜǎǘ ƛƴǘŜǊŜǎǘǎ ƻŦ ƘǳƳŀƴƛǘȅέΦ ¢ƘǳǎΣ ƴƻǘ ŀƭƭ ƻŦ ǘƘŜ ǇǊƛƴŎƛǇƭŜǎ ǊŜǇǊŜǎŜƴǘŜŘ ŀǊŜ 
ethical principles.  
The four principles are: broadly distributed benefits for all humanity; long-term safety 
paying attention to safety precautions; technical leadership; and cooperative orientation 
through working with others and sharing (safety, policy and standards) research.  
Download here 
 
9. SAP: Guiding Principles for AI 

Key words Developed by Year 

driven by values and laws; inclusive 
systems that empower humans and 
augment talents, collaborative and 
diverse process; reduce bias; 
transparency and integrity; quality and 
safety standards; data protection and 
privacy  

SAP Sep 2018 

 
{!tΩǎ ƎǳƛŘƛƴƎ ǇǊƛƴŎƛples for development and deployment of their AI software is designed 
ǘƻ άƘŜƭǇ ǘƘŜ ǿƻǊƭŘ Ǌǳƴ ōŜǘǘŜǊ ŀƴŘ ƛƳǇǊƻǾŜ ǇŜƻǇƭŜΩǎ ƭƛǾŜǎέΦ Lǘ ŎƻƳƳƛǘǎ ǘƻ ƳƻǾƛƴƎ ōŜȅƻƴŘ 
what is legally required and reflect discussions with multiple stakeholders. Unique among 
the frameworks created by private tech firms, SAP frames its principles as actionable 
items rather than abstract principles.  
The principles are: being driven by values outlined in internal documents and 
international laws and preventing inappropriate use of their technology; designing 
inclusive AI systems that seek to empower humans and augment their talents, through a 
collaborative and diverse process; reduce bias through increasing workforce diversity and 
investigating new technical methods; striving for transparency and integrity through 
setting standards, clear communication and client control; upholding quality and safety 

https://www.orange.com/en/Human-Inside/Mag/Hello-I-am-AI.
https://openai.com/charter/
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standards through testing and working closely with customers, and ensuring data 
protection and privacy through adherence to regulation and research.  
SAP also pledges to engage in debates about wider societal challenges, such as changing 
nature of skills, role of AI in care, and ethical issues, over which it claims to have less 
control.  
Download here 
 
10. Tencent Institute: The Ethics of Technology in the Intelligent Age - Reshaping Trust 
in a Digital Society  

Key words Developed by Year 

trustworthiness; individual well-being; 
social sustainability; open and inclusive, 
reliable, understandable and controllable; 
individual digital well-being, narrowing 
digital divide and preventing harm; right 
to fulfilling employment; ability to freely, 
intelligently, and happily live and develop; 
inclusive and sustainable development    

Tencent Institute Jul 2019 

 
Lƴ ǘƘƛǎ ǊŜǇƻǊǘΣ /ƘƛƴŀΩǎ ¢ŜƴŎŜƴǘ ƎǊƻǳǇΩǎ ǊŜǎŜŀǊŎƘ 
institute outlined three dimensions of ethics for 
socially beneficial technology: trustworthiness of 
the technology; individual well-being; social 
sustainability ŀƴŘ ŘŜǎŎǊƛōŜǎ ǎƻƳŜ ƻŦ ¢ŜƴŎŜƴǘΩǎ 
ongoing initiatives in each dimension.  
In the first dimension, technology systems 
themselves must be available (implying openness and inclusiveness), reliable, 
understandable and controllable. In the second dimension, technology must co-exist in 
harmony with humans and facilitate the achievement of personal satisfaction. AI must 
guarantee individual digital well-being, narrowing the digital divide and preventing harm 
and misuse; the right to fulfilling employment; and the ability to freely, intelligently, and 
happily live and develop. In the third dimension, AI should promote the inclusive and 
sustainable development of the economy, society and healthcare. Its potential to 
facilitate progress towards 2030 Sustainable Development Goals is particularly 
highlighted.  
Download here 
 
11. Thales Group: TrUE AI Approach  

Key words Developed by Year 

transparent; understandable; ethical  Thales Group Jun 2019 

 
¢ƘŀƭŜǎΩ ŀǇǇǊƻŀŎƘ ǘƻ !L ǿŀǎ ŦƻǊƳǳƭŀǘŜŘ ǿƛǘƘ ǘƘŜ CǊŜƴŎƘ ƎƻǾŜǊƴƳŜƴǘΩǎ !L ŦƻǊ IǳƳŀƴƛǘȅ 
ƛƴƛǘƛŀǘƛǾŜ ƛƴ ƳƛƴŘΦ ¢ƘŜ Ƴŀƛƴ ƻōƧŜŎǘƛǾŜ ƻŦ ¢ƘŀƭŜǎΩ ŀǇǇǊƻŀŎƘ ƛǎΣ ǘƘŜǊŜŦƻǊŜΣ ǘƻ ŘŜǾŜƭƻǇ ŀƴ !L 

https://news.sap.com/2018/09/sap-guiding-principles-for-artificial-intelligence/
https://tech.qq.com/a/20190711/004971.htm
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ǘƘŀǘ άǇǳǘǎ ǘƘŜ ƘǳƳŀƴ ōŀŎƪ ƛƴ ŎƻƴǘǊƻƭέ ǘƘǊƻǳƎƘ ŀǇǇƭƛŎŀǘƛƻƴǎ ƻŦ AI that make the world 
more secure and efficient. To that end, Thales commits to developing AI that is 
transparent, where users can see the data used to arrive at a conclusion; understandable, 
that can explain and justify the results and; ethical, that adheres to objective standards 
protocols, laws, and human rights. 
Download here 
 
12. SenseTime and Shanghai Jiao Tong University for SDGs: Code of Ethics for AI 
Sustainable Development  

Key words Developed by Year 

AI Ethics; responsible AI; sustainable 
society; inclusive culture; AI for social 
good; data responsibility; trustworthy AI 

SenseTime and Shanghai Jiao 
Tong University Qing Yuan 
Research Institute 

June 
2020 

  
The Code of Ethics for AI Sustainable Development aims to 
provide a guidance and governance on harnessing AI to develop 
a sustainable future. It shares its perspectives and practices to 
achieve the UN Sustainable Development Goals (SDGs). This 
publication presents four core values of sustainable AI, including 
Human Technology, Shared Benefits, Integrated Development, 
and Open Innovation.  It also defines 12 principles for AI ethics 
which are grouped into four categories as follows:   
 
1) Principles of AI Ethics: Respect, open dialogue and 
inclusive culture, Comply with rule of laws, and regulations; 

Respect for ethics, culture and common virtue; AI for social good. 
2) Principles of AI Benefiting People: Sharing benefits and building an inclusive society 

Address algorithm bias; Build a sustainable society; Popularize AI science. 
3) Principles of AI Empowering Industries: Accountability, self-discipline and safety 

Protect personal data privacy; Take responsibility for data; Least privilege and data 
de-identification. 

4) Principles of Trustworthy AI: Open innovation to make technology more reliable 
Be inclusive to combat cross-industrial challenges; Be open for academic research; 
Balance intellectual property rights protection and open cooperation. 
 

As a mission-driven stakeholder, SenseTime together with other partners focuses on 
developing responsible AI technologies that advance the implementation of achieving 
SDGs. This publication is one of its efforts and a live document to be updated periodically 
following rapid development of ethical and sustainable AI technologies for all.  
 
Download here 
 

https://www.thalesgroup.com/en/group/journalist/press_release/thales-true-ai-approach-artificial-intelligence-be-unveiled-paris
https://oss.sensetime.com/20210305/a75c053e36e0f93607a769e2e098bee2/Code%20of%20Ethics%20for%20AI%20Sustainable%20Development.pdf
https://oss.sensetime.com/20210305/a75c053e36e0f93607a769e2e098bee2/Code%20of%20Ethics%20for%20AI%20Sustainable%20Development.pdf
https://oss.sensetime.com/20210305/a75c053e36e0f93607a769e2e098bee2/Code%20of%20Ethics%20for%20AI%20Sustainable%20Development.pdf
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Civil Society 

1. Amnesty International and Access Now: The Toronto Declaration  

Key words Developed by Year 

human rights; right to equality and non-
discrimination; inclusion; diversity; 
equity; transparency; accountability; 
multi-stakeholder 

Amnesty International and 
Access Now 

May 
2018 

 
The Declaration is framed as a way to affirm the existing obligations 
and responsibilities of both states and private sector actors to 
promote, protect and respect human rights, as applied to the field of 
AI. As a corollary, in line with human rights law, it suggests also that 
use of systems must be transparent, institutions must be held 
accountable where they fail to protect rights, and also that any 
discussions surrounding rights should be multi-stakeholder. 
While acknowledging that other rights are impacted by AI, the 
declaration focuses on the right to equality and non-discrimination. To protect this right, 
the declaration states that all governments and private sector organizations are obligated 
to prevent and mitigate discrimination risks and ensure adequate remedy in place, and 
actively promote diversity and inclusion. For each actor, the declaration identifies a list of 
steps that should be taken for them to be considered in line with the obligation to protect 
human rights.  
Download here 
 
2. Association of Nordic Engineers: bƻǊŘƛŎ 9ƴƎƛƴŜŜǊǎΩ ǎǘŀƴŘ ƻƴ !L & Ethics 

Key words Developed by Year 

Responsibility; accountability; 
Transparency; addressing bias; trust; 
avoiding harm ethics in engineering 
 education 

Association of Nordic 
Engineers (ANE), in 
cooperation with the IT 
University of Copenhagen 

Sep 2018 

 
On September 25th, 2018, the ANE in cooperation with the IT University of Copenhagen 
ƻǊƎŀƴƛȊŜŘ ŀƴ ŜǘƘƛŎǎ ƘŀŎƪŀǘƘƻƴ ŜƴǘƛǘƭŜŘ άbƻǊŘƛŎ ŜƴƎƛƴŜŜǊǎΩ ǎǘŀƴŘ ƻƴ ǘƘŜ 9¦ ŦǳǘǳǊŜ !L ŀƴŘ 
ŜǘƘƛŎǎ ŦǊŀƳŜǿƻǊƪέΣ to gather engineers from five Nordic countries to collaboratively 
develop a joint position based on practical experience and in conversation with current 
debates on AI and ethics. Participants discussed ethical ways of working with AI and 
considered what they themselves would have liked to have when engaging with 
developing or implementing AI or what they would like to impart to their junior 
colleagues. The resulting policy document includes policy recommendations and 
guidelines of ethical conduct for AI development and implementation.  
Engineering plays an essential role in building, sustaining, and improving the quality of life 
for individuals in contemporary societies. As such, engineers are at the forefront of 

https://www.accessnow.org/the-toronto-declaration-protecting-the-rights-to-equality-and-non-discrimination-in-machine-learning-systems/
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developing autonomous systems and adding machine intelligence to existing mechanisms 
and processes. The many standards and codes of conduct agree that one of the major 
responsibilities of engineers is to promote positive outcomes for society, and to limit 
harm.  
However, in a rapidly changing world, what comes to constitute a positive outcome, and 
what could potentially cause harm, have become much more difficult to recognize. The 
existing guidelines and standards often do not fully address the problems that engineers 
face and the responsibilities they must take on in working with AI. As the stakes rise so 
does the need for addressing the ethics of engineering in practice more directly. 
Download here 
 
3.Association of Nordic Engineers: Addressing Ethical Dilemmas in AI: Listening to 
Engineers Ϧ 

Key words Developed by Year 

distributed responsibility, accountability, 
governance, spaces for raising ethical 
concerns, nodes of certainty, 
explainability, no-blame culture, 
oversight. 

Association of Nordic 
Engineers (ANE), the Data 
Ethics ThinkDoTank 
(DataEthics.eu), the Institute 
of Electrical and Electronics 
Engineers (IEEE) and 
researchers from the 
Department of Computer 
Science at the University of 
Copenhagen 

2021 

 
In September 2020 engineers from across Europe and beyond came together to create 
the report ϦAddressing Ethical Dilemmas in AI: Listening to EngineersϦ. The report details 
ŜƴƎƛƴŜŜǊǎΩ ƴŜŜŘǎ ŀƴŘ ŎƻƴŎŜǊƴǎ ƛƴ ǎŜŜƪƛƴƎ ǊƻǳǘŜǎ to the development of ethical and 
responsible AI. The standards and guidelines currently being developed are essential but 
require processes that ensure their implementation. It is of paramount importance to 
define specialized responsibilities and put in place local and clearly determined structures 
for accountability. Principles alone cannot guide our technology development. Engineers 
stressed the need to better govern decisions about AI technologies in practice. 
The main recommendations from the report are: Put in place a governance framework 
and define and distribute the responsibilities; Engage with stakeholders during system 
design; Develop and share standards and best practices for addressing ethical challenges; 
Create spaces to help engineers identify, discuss and deal with ethical issues; Create new 
and better technical documentation and certification, and Push for explainability and 
testing of AI systems before system launch and throughout the system life cycle. 
Download here  
 
4. Association for Computing Machinery: Statement on Algorithmic Transparency and 
Accountability 

Key words Developed by Year 

https://ipaper.ipapercms.dk/IDA/ane/report/
https://nordicengineers.org/wp-content/uploads/2021/01/addressing-ethical-dilemmas-in-ai-listening-to-the-engineers.pdf
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transparency; awareness; access and 
redress; accountability; explanation; data 
provenance; auditability; validation and 
testing 

Association for Computing 
Machinery (ACM) 

Jan 2017 

 
The statement is premised on the idea that institutions using AI 
should be held to the same standards of transparency and 
accountability as institutions using human decision-making, and is 
ŎƻƴǎƛǎǘŜƴǘ ǿƛǘƘ ǘƘŜ !/a /ƻŘŜ ƻŦ 9ǘƘƛŎǎΦ ¢ƘŜǊŜŦƻǊŜ ǘƘŜ ΨǇǊƛƴŎƛǇƭŜǎΩ 
suggested in the statement are more like criteria for the broader 
principles of transparency and accountability. They are: 
awareness of possible biases and their harms; accessibility of 
algorithmic decisions and redress for harm caused; accountability 
of institutions which use algorithms; explanation of algorithmic 
decision-making; clarity of data provenance; auditability; and 
validation and testing, particularly against discrimination.  

Download here 

 
5. AI Now Institute at New York University: 2019 Report 

Key words Developed by Year 

Fairness, Safety and Security;  AI Now Institute at New York 
University 

2019 

 
The Report highlighted that the spread of algorithmic 
management technology in the workplace is increasing 
the power asymmetry between workers and 
employers. AI threatens not only to disproportionately 
displace lower-wage earners, but also to reduce wages, 
job security, and other protections for those who need 
it most. Efforts to regulate AI systems are underway, 
but they are being outpaced by government adoption 
of AI systems to surveil and control. Growing 

investment in and development of AI has profound implications in areas ranging from 
climate change to the rights of healthcare patients to the future of geopolitics and 
inequities being reinforced in regions in the global South. 
Download here 
 
6. Beijing AI Principles: (Beijing Academy of Artificial Intelligence) 

Key words Developed by Year 

Do good; for humanity; responsible; 
control risks; ethical; diverse and inclusive; 
open and share; use wisely and properly; 
informed consent; education and training; 

Beijing Academy of Artificial 
Intelligence (and officially 
endorsed by Tsinghua 
University, Peking University, 

May 
2019 

https://www.acm.org/binaries/content/assets/public-policy/2017_usacm_statement_algorithms.pdf
https://ainowinstitute.org/AI_Now_2019_Report.pdf
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optimizing employment; harmony and 
cooperation; adaptation and moderation; 
subdivision and implementation; long-
term planning 

Chinese Academy of Sciences, 
and Artificial Intelligence 
Industry Technology 
Innovation Strategic Alliance, 
etc.) 

 
While the AI principles are not officially 
endorsed or accepted by the Chinese 
government, the Beijing Academy of AI is 
backed by the Chinese Ministry of Science 
and Technology and the Beijing municipal 
government. The principles call for healthy 
development of AI άǘƻ ǎǳǇǇƻǊǘ ǘƘŜ ŎƻƴǎǘǊǳŎǘƛƻƴ ƻŦ ŀ ƘǳƳŀƴ ŎƻƳƳǳƴƛǘȅ ǿƛǘƘ ŀ ǎƘŀǊŜŘ 
ŦǳǘǳǊŜΣ ŀƴŘ ǘƘŜ ǊŜŀƭƛȊŀǘƛƻƴ ƻŦ ōŜƴŜŦƛŎƛŀƭ !L ŦƻǊ ƘǳƳŀƴƪƛƴŘ ŀƴŘ ƴŀǘǳǊŜέ ŀƴŘ ŀǊŜ ŘƛǾƛŘŜŘ ƛƴǘƻ 
principles for research and development; for use; and for governance. The principles are 
extremely comprehensive but reads more as a list of principles, not to position 
themselves as guidelines for operationalization. Some of the principles also go beyond 
ethical values, into policy recommendations. 
For research and development, the principles are: AI should do good (promote progress 
of society and human civilization, promote sustainable development); be for humanity 
(conform to human values and interests such as privacy, dignity, freedom, autonomy, 
rights, and should not be used against humans); be responsible (consider all risks and take 
actions to reduce them); control risks (maturity, robustness, reliability, controllability; 
security and safety); be ethical (trustworthy, fair, reduce discrimination; transparency, 
explainability, predictability, traceable, auditable, accountable); diverse and inclusive 
(benefit as many as possible, especially those underrepresented); be open and share 
(avoid monopolies, equal development opportunities) 
For use, the principles are: use wisely and properly (operate according to intended 
purpose and operators should understand the system); informed consent and redress 
mechanisms; and education and training (stakeholders should be able to receive 
education to help them adapt to the impact of AI).  
For governance, the principles are: optimizing employment (cautious attitude towards 
promotion of AI applications that may have impact on employment; explorations on 
human-AI coordination); harmony and cooperation (avoid AI race, share experience); 
adaptation and moderation (principles and policies should be actively adjusted to AI 
development); subdivision and implementation (consider formulating more detailed 
guidelines for certain fields of AI applications); long-term planning (research on Artificial 
General Intelligence and superintelligence should be encouraged).  
Download here 
 
7. Boston Global Forum: AI Social Contract for the AI Age:20 

Key words Developed by Year 

 
20 https://bostonglobalforum.org/highlights/social-contract-for-the-ai-age/ 

https://baip.baai.ac.cn/en
https://bostonglobalforum.org/highlights/social-contract-for-the-ai-age/
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Responsibility; accessibility; integrity; 
creativity; honesty; tolerance; equality 

Boston Global Forum, AIWS, 
Michael Dukakis Institute, 
World Leadership Alliance-
Club de Madrid 

Sep 2020 

 
The Social Contract for the AI Age seeks to build a multi-stakeholder, inclusive society in 
all aspects of life across politics, government, economics, business, and industry. The 
Social Contract for the AI Age values creation, innovation, philanthropy, and mutual 
respect. It seeks the right of freedom on, and access to, the Internet worldwide.  The 
Social Contract for the AI Age seeks to make the world a locus of responsible interactionτ
ŀ ǇƭŀŎŜ ǿƘŜǊŜ ŜǾŜǊȅ ǇŜǊǎƻƴΩǎ ŎƻƴǘǊƛōǳǘƛƻƴ ƛǎ ǊŜŎƻƎƴƛȊŜŘ ŀƴŘ ŜǾŜǊȅƻƴŜ Ƙŀǎ ŀ ǊƛƎƘǘ ǘƻ 
knowledge and access to information, where no one is above the law, where money 
cannot be used to subvert political process, and where integrity, knowledge, creativity, 
honesty, and tolerance shape decisions and guide policy. 
Download here 
 
8. Data & Society: Governing Artificial Intelligence: Upholding Human Rights & Dignity  

Key words Developed by Year 

international human rights; non-
discrimination; equality; political 
participation; privacy; freedom of 
expression 

Data & Society  Oct 2018 

 
This report proposes the use of a human rights-based framework 
to provide normative guidance to those developing AI, in order 
for AI to benefit to the common good, where common good is 
interpreted as upholding human dignity. The report analyses the 
impact of AI on five human rights areas through recent news 
items: non-discrimination, equality, political participation (which 
in turn implicates the right to self-determination and the right to 
equal participation in political and public affairs), privacy, 
freedom of expression, noting that many other human rights are 
also affected by AI.  

The report strongly recommends that the effects of AI on human rights should be 
constantly monitoring, and that human rights should not be seen as an ethical preference 
but as fundamental rights that should be enforced through law and regulation and 
supported by market incentives, public awareness and activities and technological 
innovation. For technology companies, it suggests that human rights consideration should 
go beyond statements and be integrated into product and design teams, including in 
human rights impact assessments, test suites, and product design document. Finally, it 
acknowledges that human rights laws and principles may not be equipped to address all 
of the concerns related to AI.   
Download here 
 

https://bostonglobalforum.org/highlights/social-contract-for-the-ai-age/
https://datasociety.net/wp-content/uploads/2018/10/DataSociety_Governing_Artificial_Intelligence_Upholding_Human_Rights.pdf
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9. Future of Life Institute: Asilomar AI Principles  

Key words Developed by Year 

Research goal; research funding; science-
policy link; research culture; race 
avoidance; safety; failure transparency; 
judicial transparency; responsibility; value 
alignment; human values; personal 
privacy; liberty; shared benefit; shared 
prosperity; human control; non-
subversion; AI arms race; capability 
caution; importance; risks; recursive self-
improvement; common good  

Future of Life Institute Jan 2017 

 
This set of 23 principles is one of the leading initiatives 
calling for a responsible development of AI, having been 
signed by hundreds of stakeholders, with signatories 
representing predominantly scientists, AI researchers 
and industry. Unlike other frameworks, its principles are 
not limited to abstract ethical values, but also includes 
within its principles how research and longer-term issues 
should be guided by ethics. Principles range from broad 
ethical values to fairly specific directives on particular 
application areas. Each principle is accompanied by a 
single sentence of explanation, but not operationalized. 
The principles are also unique in addressing longer-term 
issues related to the development of Artificial General Intelligence (AGI). Under research 
issues, the principles are: research goal should be to create beneficial intelligence; funding 
should also be directed to research ensuring beneficial use of AI; a strong science-policy 
link should exist; a culture of cooperation, trust and transparency should be fostered 
among researchers; and corner-cutting on safety standards should be avoided. 
For ethics and values, AI systems should be safe; transparent when it fails; transparent 
when used in judicial decision-making; have responsible stakeholders in designers and 
builders; align with human values of dignity, rights, freedoms and cultural diversity; 
respect personal privacy; respect liberty; benefit and empower as many people as 
possible; create shared prosperity; be under human control; should not subvert social and 
civic processes; and should not contribute to an arms race in lethal autonomous weapons. 
For longer-term issues, we should avoid strong assumptions regarding upper limits on 
future AI capabilities; advanced AI and its risks should be planned for and managed with 
care and appropriate resources; AI designed to self-improve or self-replicate must be 
subject to strict safety and control measures; and superintelligence should only be 
developed in service of widely-shared ethical ideals and for the benefit of humanity rather 
than just one state or organization.  
Download here 

 

https://futureoflife.org/ai-principles/
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10. Internet Society: Artificial Intelligence and Machine Learning 

Key words Developed by Year 

Ethics; user-centric; interpretability; 
public empowerment; responsible 
deployment; human control; safety; 
privacy; security; accountability; 
socioeconomic opportunities; open 
governance; multi-stakeholder 

Internet Society Apr 2017 

 
The paper explains the basics of the technology behind AI, 
identifies the key considerations and challenges surrounding 
the technology, and provides several high-level principles and 
recommendations to follow when dealing with the technology. 
The paper places ethical considerations (a user-centric 
approach) as one among other guiding principles and 
recommendations such as ensuring ǘƘŜ άLƴǘŜǊǇǊŜǘŀōƛƭƛǘȅέ ƻŦ !L 
systems; empowering the consumer; responsibility in the 
deployment of AI systems (human control; safety; privacy; 
security); ensuring accountability; and creating a social and 

economic environment that is formed through the open participation of different 
stakeholders. 
Download here 
 
11. IEEE: Ethically Aligned Design  

Key words Developed by Year 

human rights; well-being; data agency; 
effectiveness; transparency; 
accountability; awareness of misuse; and 
competence 

IEEE Mar 2019 

 
Through an extensive process of public consultation, IEEE 
formulated its approach to ethically-aligned design, with the 
ultimate goal for AI systems to remain human-centric, serving 
ƘǳƳŀƴƛǘȅΩǎ ǾŀƭǳŜǎ ŀƴŘ ŜǘƘƛŎŀƭ ǇǊƛƴŎƛǇƭŜǎ ŀƴŘ ōŜƴŜŦƛǘƛƴƎ ǇŜƻǇƭŜ 
and the environment, beyond simply reaching functional goals 
and addressing technical problems. The report summarizes its 
Ǝƻŀƭ ŀǎ ŀŎƘƛŜǾƛƴƎ ΨŜǳŘŀƛƳƻƴƛŀΩΣ ƻǊ ƘǳƳŀƴ well-being, both at the 
individual and collective level. Other than listing abstract 
principles, the report offers scientific/philosophical analysis 
grounding for the principles and actionable recommendations for 
standards and regulations. It is targeted at technologists, educators and policymakers. 
The general principles identified are: protecting and promoting human rights; increased 
well-being; data agency and control over personal identity; effectiveness and fitness of 

https://www.internetsociety.org/resources/doc/2017/artificial-intelligence-and-machine-learning-policy-paper/



































































































































































